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## Preface

This textbook offers an elementary introduction to the theory and numerics of approximation methods, combining classical topics of approximation with selected recent advances in mathematical signal processing, and adopting a constructive approach, in which the development of numerical algorithms for data analysis plays an important role.

Although the title may suggest otherwise, this textbook is not a result of the current hype on big data science. Nevertheless, both classical and contemporary topics of approximation include the analysis and representation of functions (e.g. signals), where suitable mathematical tools (e.g. Fourier transforms) are essential for the analysis and synthesis of the data. As such, the subject of data analysis is a central topic within approximation, as we will discuss in further detail.

Prerequisites. This textbook is suitable for undergraduate students who have a sound background in linear algebra and analysis. Further relevant basics on numerical methods are provided in Chapter 2, so that this textbook can be used by students attending a course on numerical mathematics. For others, the material in Chapter 2 offers a welcome review of basic numerical methods. The text of this work is suitable for courses, seminars, and distance learning programs on approximation.

Contents and Standard Topics. The central theme of approximation is the characterization and construction of best approximations in normed linear spaces. Readers are introduced to this standard topic (in Chapter 3), before approximation in Euclidean spaces (in Chapter 4) and Chebyshev approximation (in Chapter 5) are addressed. These are followed by asymptotic results concerning the approximation of univariate continuous functions by algebraic and trigonometric polynomials (in Chapter 6), where the asymptotic behaviour of Fourier partial sums is of primary importance. The core topics of Chapters 3-6 should be an essential part of any introductory course on approximation theory.

More Advanced Topics. Chapters 7-9 discuss more advanced topics and address recent developments in modern approximation and its relevant applications. To this end, Chapter 7 explains the basic concepts of signal approximation using Fourier and wavelet methods. This is followed by a more comprehensive introduction to multivariate approximation by meshfree positive definite kernels in Chapter 8. The material in Sections 8.4-8.5 provides more recent results concerning relevant aspects of convergence, stability, and update strategies for kernel-based approximation. Moreover, Section 8.6 presents basic facts on kernel-based learning. Lastly, Chapter 9 focuses on mathematical methods of computerized tomography, exploring this important application field from the viewpoint of approximation. In particular, new convergence results concerning the approximation of bivariate functions from Radon data are proven in Section 9.4.

For those who have studied Chapters 3-6, any of the three more advanced topics in Chapters 7-9 could seamlessly be included in an introductory course on approximation. Nevertheless, it is strongly recommended that readers first study the Fourier basics presented in Sections 7.1-7.4, since much of the subsequent material in Chapters 8-9 relies on Fourier techniques.

Exercises and Problem Solving. Active participation in exercise classes is generally an essential requirement for the successful completion of a mathematics course, and a (decent) course on approximation is certainly no exception. As such, each of the Chapters 3-9 includes a separate section with exercises. To enhance learning, readers are strongly encouraged to work on these exercises, which have different levels of complexity and difficulty. Some of the exercise problems are suitable for group work in class, while others should be assigned for homework. Although a number of the exercise problems may appear difficult, they can be solved using the techniques explained in this book. Further hints and comments are available on the website

```
www.math.uni-hamburg.de/home/iske/approx.en.html.
```

Biographical Data. To allow readers to appreciate the historical context of the presented topics and their developments, we decided to provide footnotes, where we refer to those whose names are linked with the corresponding results, definitions, and terms. For a better overview, we have also added a name index. The listed biographical data mainly relies on the online archive MacTutor History of Mathematics [55] and on the free encyclopedia Wikipedia [73], where more detailed information can be found.

Acknowledgement. The material of this book has grown over many years out the courses on approximation and mathematical signal processing that I taught at the universities of Hamburg (Germany), Lund (Sweden), and Padua (Italy). I thank the participating students for their constructive feedback, which has added great didactical value to this textbook. Moreover, I would like to thank my (post)doctoral students Dr Adeleke Bankole, Dr Matthias Beckmann, Dr Benedikt Diederichs, and Niklas Wagner for their careful proofreading. Additional comments and suggestions from Dr Matthias Beckmann and Dr Benedikt Diederichs concerning conceptional and didactical aspects as well as the technical details of the presentation are gratefully appreciated. Last but not least, I would like to thank Dr Martin Peters (SpringerSpektrum, Heidelberg) for his support and encouragement, which led to the initiation of the book project.
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## 1 Introduction

Contemporary applications in computational science and engineering, as well as in finance, require powerful mathematical methods to analyze big data sets. Due to the rapidly growing complexity of relevant application data at limited computational (hardware) capacities, efficient numerical algorithms are required for the simulation of complex systems with only a few parameters. Both the parameter identification and the data assimilation are based on high-performance computational methods to approximately represent mathematical functions.

This textbook gives an introduction to the theory and the numerics of approximation methods, where the approximation of real-valued functions

$$
f: \Omega \longrightarrow \mathbb{R}
$$

on compact parameter domains $\Omega \subset \mathbb{R}^{d}, d \geq 1$, plays a central role.
But we do not only restrict ourselves to the approximation of functions. We rather work with the more general assumption, where $f$ lies in a linear space $\mathcal{F}$, i.e., $f \in \mathcal{F}$. For the construction of a concrete approximation method for elements $f \in \mathcal{F}$, we first fix a suitable subset $\mathcal{S} \subset \mathcal{F}$, from which we seek to select an approximation $s^{*} \in \mathcal{S}$ to $f$. But the selection of $s^{*}$ requires particular care. For the "best possible" representation of $f$ by $s^{*} \in \mathcal{S}$ we are interested in the selection of a best approximation $s^{*} \in \mathcal{S}$ to $f$,

$$
s^{*} \approx f
$$

i.e., an element $s^{*} \in \mathcal{S}$ which is among all elements $s \in \mathcal{S}$ closest to $f$.

In this introduction, we first explain important concepts and notions of approximation, but only very briefly. Later in this chapter, we discuss concrete examples for relevant function spaces $\mathcal{F}$ and suitable subsets $\mathcal{S} \subset \mathcal{F}$. For further motivation and outlook, we finally sketch selected questions and results of approximation, which we will later address in more detail.

### 1.1 Preliminaries, Definitions and Notations

For the construction of best approximations to $f \in \mathcal{F}$, we necessarily need to measure distances between $f$ and its approximations $s \in \mathcal{S}$. To this end, we introduce a norm for $\mathcal{F}$, where throughout this text we assume that $\mathcal{F}$ is a linear space (i.e., vector space) over the real numbers $\mathbb{R}$ or over the complex numbers $\mathbb{C}$.

Definition 1.1. For a linear space $\mathcal{F}$, a mapping $\|\cdot\|: \mathcal{F} \longrightarrow[0, \infty)$ is said to be a norm for $\mathcal{F}$, if the following properties are satisfied.
(a) $\|u\|=0$, if and only if $u=0$ (definiteness)
(b) $\|\alpha u\|=|\alpha|\|u\|$ for all $u \in \mathcal{F}$ and all $\alpha \in \mathbb{R}$ (or, $\alpha \in \mathbb{C}$ ) (homogeneity)
(c) $\|u+v\| \leq\|u\|+\|v\|$ for all $u, v \in \mathcal{F}$ (triangle inequality).

In this case, $\mathcal{F}$ with the norm $\|\cdot\|,(\mathcal{F},\|\cdot\|)$, is called a normed space.
For the approximation of functions, infinite-dimensional linear spaces $\mathcal{F}$ are of particular interest. Let us make one relevant example: For a compact domain $\Omega \subset \mathbb{R}^{d}, d \in \mathbb{N}$,

$$
\mathscr{C}(\Omega):=\{u: \Omega \longrightarrow \mathbb{R} \mid u \text { continuous on } \Omega\}
$$

denotes the linear space of all continuous functions on $\Omega$. Recall that $\mathscr{C}(\Omega)$ is a linear space of infinite dimension. When equipped with the maximum norm $\|\cdot\|_{\infty}$, defined as

$$
\|u\|_{\infty}:=\max _{x \in \Omega}|u(x)| \quad \text { for } u \in \mathscr{C}(\Omega)
$$

$\mathscr{C}(\Omega)$ is a normed linear function space (or, in short: a normed space). The normed space $\mathscr{C}(\Omega)$, equipped with the maximum norm $\|\cdot\|_{\infty}$, is complete, i.e., $\left(\mathscr{C}(\Omega),\|\cdot\|_{\infty}\right)$ is a Banach space. We note this important result as follows.

Theorem 1.2. For compact $\Omega \subset \mathbb{R}^{d},\left(\mathscr{C}(\Omega),\|\cdot\|_{\infty}\right)$ is a Banach space.
Further important examples for norms on $\mathscr{C}(\Omega)$ are the p-norms $\|\cdot\|_{p}$, $1 \leq p<\infty$, defined as

$$
\|u\|_{p}:=\left(\int_{\Omega}|u(x)|^{p} \mathrm{~d} x\right)^{1 / p} \quad \text { for } u \in \mathscr{C}(\Omega)
$$

Example 1.3. For $1 \leq p<\infty,\left(\mathscr{C}(\Omega),\|\cdot\|_{p}\right)$ is a normed space.
We remark that the case $p=2$ is of particular interest: In this case, the 2 -norm $\|\cdot\|_{2}$ on $\mathscr{C}(\Omega)$ is generated by the inner product $(\cdot, \cdot)$,

$$
(u, v):=\int_{\Omega} u(x) v(x) \mathrm{d} x \quad \text { for } u, v \in \mathscr{C}(\Omega)
$$

via $\|\cdot\|_{2}=(\cdot, \cdot)^{1 / 2}$, so that

$$
\|u\|_{2}=\sqrt{\int_{\Omega}|u(x)|^{2} \mathrm{~d} x} \quad \text { for } u \in \mathscr{C}(\Omega)
$$

To be more general, a linear space $\mathcal{F}$, equipped with an inner product $(\cdot, \cdot): \mathcal{F} \times \mathcal{F} \longrightarrow \mathbb{R}$ is with $\|\cdot\|:=(\cdot, \cdot)^{1 / 2}$ is a normed space, in which case we say that $\mathcal{F}$ is a Euclidean space.

Example 1.4. The normed space $\left(\mathscr{C}(\Omega),\|\cdot\|_{2}\right)$ is a Euclidean space.
We analyze the approximation in Euclidean spaces in detail in Chapter 4.
As we will prove, the smoothness of a target function $f$ to be approximated takes influence on the resulting approximation quality, where we quantify the smoothness of $f$ by its differentiation order $k \in \mathbb{N}_{0}$. For this reason, the linear subspaces

$$
\mathscr{C}^{k}(\Omega)=\{u: \Omega \longrightarrow \mathbb{R} \mid u \text { has } k \text { continuous derivatives on } \Omega\} \subset \mathscr{C}(\Omega)
$$

are of particular interest. The function spaces $\mathscr{C}^{k}(\Omega)$ form a nested sequence

$$
\mathscr{C}^{\infty}(\Omega) \subset \mathscr{C}^{k+1}(\Omega) \subset \mathscr{C}^{k}(\Omega) \subset \mathscr{C}^{k-1}(\Omega) \subset \cdots \subset \mathscr{C}^{1}(\Omega) \subset \mathscr{C}^{0}(\Omega)=\mathscr{C}(\Omega)
$$

of infinite-dimensional linear subsets of $\mathscr{C}(\Omega)$, where

$$
\mathscr{C}^{\infty}(\Omega):=\bigcap_{k \in \mathbb{N}_{0}} \mathscr{C}^{k}(\Omega)
$$

is the linear space of functions with arbitrary differentiation order on $\Omega$.
For the construction of approximation methods, finite-dimensional linear subspaces $\mathcal{S} \subset \mathcal{F}$ are useful. To this end, let $\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathcal{S}$ be a fixed basis of $\mathcal{S}$, where $n=\operatorname{dim}(\mathcal{S}) \in \mathbb{N}$. In this case, any $s \in \mathcal{S}$ can uniquely be represented by a linear combination

$$
s=\sum_{j=1}^{n} c_{j} s_{j}
$$

by $n$ parameters $c_{1}, \ldots, c_{n} \in \mathbb{R}$. As we will see later, the assumption of finite dimension for $\mathcal{S}$ will help simplify our computations, especially for the coding and the evaluation of best approximations $s^{*} \in \mathcal{S}$ to $f$. But the finite dimension of $\mathcal{S}$ will also be useful in theory, in particular when it comes to discussing the existence of best approximations.

For the special case of univariate functions, i.e., for $\Omega=[a, b] \subset \mathbb{R}$ compact, we consider the approximation of continuous functions $f \in \mathscr{C}[a, b]$ by using algebraic polynomials. In this case, we choose $\mathcal{S}=\mathcal{P}_{n}$, for a fixed degree $n \in \mathbb{N}_{0}$, so that $\mathcal{P}_{n}$ is the linear space of all univariate polynomials of degree at most $n$.

For the representation of algebraic polynomials from $\mathcal{P}_{n}$ the monomial basis $\left\{1, x, x^{2}, \ldots, x^{n}\right\}$ is particularly popular, where in this case any $p \in \mathcal{P}_{n}$ is represented by a unique linear combination of the monomial form

$$
p(x)=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n} x^{n} \quad \text { for } x \in \mathbb{R}
$$

with real coefficients $a_{0}, \ldots, a_{n}$. Note that $\operatorname{dim}\left(\mathcal{P}_{n}\right)=n+1$.
Further relevant examples for infinite-dimensional linear spaces of univariate functions $\mathcal{F}$ are the $2 \pi$-periodic continuous functions,

$$
\mathscr{C}_{2 \pi}:=\{u \in \mathscr{C}(\mathbb{R}) \mid u(x)=u(x+2 \pi) \text { for all } x \in \mathbb{R}\} \subset \mathscr{C}(\mathbb{R})
$$

and their linear subspaces

$$
\mathscr{C}_{2 \pi}^{k}:=\mathscr{C}^{k}(\mathbb{R}) \cap \mathscr{C}_{2 \pi} \quad \text { for } k \in \mathbb{N}_{0} \cup\{\infty\}
$$

Example 1.5. For $k \in \mathbb{N}_{0} \cup\{\infty\}$ and $1 \leq p<\infty$, the function space $\mathscr{C}_{2 \pi}^{k}$, equipped with the $p$-norm

$$
\|u\|_{p}:=\left(\int_{0}^{2 \pi}|u(x)|^{p} \mathrm{~d} x\right)^{1 / p} \quad \text { for } u \in \mathscr{C}_{2 \pi}^{k}
$$

is a normed linear space. For $p=2$ the function space $\mathscr{C}_{2 \pi}^{k}$ is Euclidean by the inner product

$$
(u, v):=\int_{0}^{2 \pi} u(x) v(x) \mathrm{d} x \quad \text { for } u, v \in \mathscr{C}_{2 \pi}^{k}
$$

Finally, the function space $\mathscr{C}_{2 \pi}^{k}$, equipped with the maximum norm

$$
\|u\|_{\infty}:=\max _{x \in[0,2 \pi]}|u(x)| \quad \text { for } u \in \mathscr{C}_{2 \pi}^{k}
$$

is a Banach space.
The approximation of functions from $\mathscr{C}_{2 \pi}$ plays an important role in mathematical signal processing, where trigonometric polynomials of the form

$$
T(x)=\frac{a_{0}}{2}+\sum_{j=1}^{n}\left[a_{j} \cos (j x)+b_{j} \sin (j x)\right] \quad \text { for } x \in \mathbb{R}
$$

with Fourier coefficients $a_{0}, \ldots, a_{n}, b_{1}, \ldots, b_{n} \in \mathbb{R}$ are used. In this case, we choose $\mathcal{S}=\mathcal{T}_{n}$, for $n \in \mathbb{N}_{0}$, where

$$
\mathcal{T}_{n}=\operatorname{span}\{1, \sin (x), \cos (x), \ldots, \sin (n x), \cos (n x)\} \subset \mathscr{C}_{2 \pi}
$$

is the linear space of all real-valued trigonometric polynomials of degree at most $n \in \mathbb{N}_{0}$. Note that $\operatorname{dim}\left(\mathcal{T}_{n}\right)=2 n+1$.

We will discuss further relevant examples for normed spaces $(\mathcal{F},\|\cdot\|)$ and approximation spaces $\mathcal{S} \subset \mathcal{F}$ later. In this short introduction, we will only touch a few more important aspects of approximation for an outlook.

### 1.2 Basic Problems and Outlook

For the analysis of best approximations, the following questions are relevant.

- On given $f \in \mathcal{F}$, does there exist a best approximation $s^{*} \in \mathcal{S}$ for $f$ ?
- Is a best approximation $s^{*}$ for $f$ unique?
- Are there necessary/sufficient conditions for a best approximation $s^{*}$ ?
- How can we compute a best approximation $s^{*}$ analytically or numerically?

The answers to the above questions depend on the properties of the linear space $\mathcal{F}$, its norm $\|\cdot\|$, as well as on the chosen approximation space $\mathcal{S} \subset \mathcal{F}$. We will give satisfying answers to the above questions. In Chapter 3 we first provide general answers that do not depend on the particular choices of $\mathcal{F}$, $\|\cdot\|$, and $\mathcal{S}$, but rather on their structural properties. Then we analyze the special case of the Euclidean norm (in Chapter 4) and that of the maximum norm $\|\cdot\|_{\infty}$, also referred to as Chebyshev norm (in Chapter 5).

Later in Chapter 6, we study the asymptotic behaviour of approximation methods. In that discussion, we ask the question, how well we can approximate a target $f \in \mathcal{F}$ by certain sequences of approximations to $f$. To further explain on this, suppose $f \in \mathcal{F}$, the norm $\|\cdot\|$, and the approximation space $\mathcal{S}$ are fixed. Then we can quantify the approximation quality by the minimal distance

$$
\eta \equiv \eta(f, \mathcal{S})=\inf _{s \in \mathcal{S}}\|s-f\|=\left\|s^{*}-f\right\|
$$

between $f$ and $\mathcal{S}$. In relevant application scenarios, we wish to approximate $f$ arbitrarily well. For fixed $\mathcal{S}$, this will not work, however, since in that case the minimal distance $\eta(f, \mathcal{S})$ is already the best possible.

Therefore, we work with nested sequences of approximation spaces

$$
\mathcal{S}_{0} \subset \mathcal{S}_{1} \subset \ldots \subset \mathcal{S}_{n} \subset \mathcal{F} \quad \text { for } n \in \mathbb{N}_{0}
$$

where we also regard the corresponding sequence of minimal distances

$$
\eta\left(f, \mathcal{S}_{0}\right) \geq \eta\left(f, \mathcal{S}_{1}\right) \geq \ldots \geq \eta\left(f, \mathcal{S}_{n}\right) \geq 0
$$

whose asymptotic behaviour we will analyze. Now if we wish to approximate $f \in \mathcal{F}$ arbitrarily well, then the minimal distances must necessarily be a zero sequence, i.e.,

$$
\eta\left(f, \mathcal{S}_{n}\right) \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

This leads us to the following fundamental question of approximation.

Question: Is there for any $f \in \mathcal{F}$ and any $\varepsilon>0$ one $n \in \mathbb{N}$ satisfying

$$
\eta\left(f, \mathcal{S}_{n}\right)=\left\|s_{n}^{*}-f\right\|<\varepsilon
$$

where $s_{n}^{*} \in \mathcal{S}_{n}$ is a best approximation to $f$ from $\mathcal{S}_{n}$ ?
If the answer to the above question is positive, then the union

$$
\mathcal{S}=\bigcup_{n \geq 0} \mathcal{S}_{n} \subset \mathcal{F}
$$

is called dense in $\mathcal{F}$ with respect to the norm $\|\cdot\|$, or, dense subset of $\mathcal{F}$.
We are particularly interested in the approximation of continuous functions, where we first study the approximation of univariate continuous functions (in Chapters 2-6), before we later turn to multivariate approximation (in Chapters 8-9).

For an outlook, we quote two classical results from univariate approximation, which are studied in Chapter 6. The following result of Weierstrass (dating back to 1885) is often referred to as the "birth of approximation".

Theorem 1.6. (Weierstrass, 1885). For a compact interval $[a, b] \subset \mathbb{R}$, the set of algebraic polynomials $\mathcal{P}$ is dense in $\mathscr{C}[a, b]$ with respect to the maximum norm $\|\cdot\|_{\infty}$. In other words, for any $f \in \mathscr{C}[a, b]$ and $\varepsilon>0$ there is an algebraic polynomial p satisfying

$$
\|p-f\|_{\infty,[a, b]}=\max _{x \in[a, b]}|p(x)-f(x)|<\varepsilon .
$$

The above version of the Weierstrass theorem is an algebraic one. But there is also a trigonometric version of the Weierstrass theorem, according to which the set of trigonometric polynomials $\mathcal{T}$ is dense in $\mathscr{C}_{2 \pi}$ with respect to the maximum norm $\|\cdot\|_{\infty}$. We will prove both versions of the Weierstrass theorem in Section 6.1. Moreover, in Sections 6.3 and 6.4 we will, for $f \in \mathscr{C}_{2 \pi}$, analyze decay rates for the minimal distances

$$
\eta\left(f, \mathcal{T}_{n}\right):=\inf _{T \in \mathcal{T}_{n}}\|T-f\| \quad \text { and } \quad \eta_{\infty}\left(f, \mathcal{T}_{n}\right):=\inf _{T \in \mathcal{T}_{n}}\|T-f\|_{\infty}
$$

with respect to both the Euclidean norm $\|\cdot\|$ and the maximum norm $\|\cdot\|_{\infty}$. The latter will lead us to the Jackson theorems, one of which is as follows.

Theorem 1.7. (Jackson). For $f \in \mathscr{C}_{2 \pi}^{k}$ we have

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq\left(\frac{\pi}{2(n+1)}\right)^{k} \cdot\left\|f^{(k)}\right\|_{\infty}=\mathcal{O}\left(n^{-k}\right) \quad \text { for } n \rightarrow \infty
$$

From this result, we see that the power of the approximation method does not only depend on the approximation spaces $\mathcal{T}_{n}$ but also and essentially on the smoothness of the target $f$. Indeed, the following principle holds:

The smoother the target function $f \in \mathscr{C}_{2 \pi}$, the faster is the convergence of the minimal distances $\eta\left(f, \mathcal{T}_{n}\right)$, or, $\eta_{\infty}\left(f, \mathcal{T}_{n}\right)$ to zero.

We will prove this and other classical results concerning the asymptotic behaviour of minimal distances in Chapter 6.

### 1.3 Approximation Methods for Data Analysis

Having studied classical topics of approximation (in Chapters 3-6) we will address more recent developments and trends of approximation. To this end, we develop and analyze specific approximation methods for data analysis, where relevant applications in signal processing play an important role.

We first introduce (in Chapter 7) basic concepts of Fourier analysis. Further, in Section 7.3 we prove the Shannon sampling theorem, Theorem 7.34, which is a fundamental result of signal theory. According to the Shannon sampling theorem, any band-limited signal $f \in \mathrm{~L}^{2}(\mathbb{R})$ (i.e., $f$ has limited frequency density) can be recovered exactly from its values taken on an infinite discrete sampling mesh of constant mesh width. Our proof of the Shannon sampling theorem will demonstrate the relevance and the fundamental importance of the introduced Fourier methods.

Further advanced topics of approximation are comprising wavelets and kernel-based methods for multivariate approximation. In this introductory text, however, we can only cover a few selected theoretical and numerical aspects of these multifaceted topics. Therefore, as regards wavelet methods (in Section 7.5) we restrict ourselves to an introduction of the Haar wavelet. Moreover, the subsequent discussion on basic concepts of kernel-based approximation (in Chapter 8) is based on positive definite kernels. Among our addressed applications in multivariate data analysis are kernel-based methods in machine learning (in Section 8.6). For further details on this subject, we refer to our references in the following Section 1.4.

Another important application is the approximation of bivariate signals in computer tomography, as addressed in Chapter 9, where we analyze theoretical aspects of this inverse problem rigorously from the viewpoint of approximation. This finally leads us to novel error estimates and convergence rates, as developed in Section 9.4. The constructive account taken here provides a new concept of evaluation methods for low-pass filters. We finally discuss the implementation of the filtered back projection formula (in Section 9.5).

### 1.4 Hints on Classical and More Recent Literature

Approximation theory is a vivid research area of mathematics with a long history [55]. More recent developments have provided powerful numerical approximation methods aiming to address challenging application problems in the relevant areas of data and computer science, natural science and engineering. This has led to a large variety of diverse contributions to the approximation literature by research monographs and publications that can hardly be overviewed. In fact, it is obviously impossible to cover all relevant aspects of approximation in broad width and depth in one textbook. For this elementary introduction, we decided to first treat selected theoretical aspects of classical approximation, before we turn to more recent concepts of numerical approximation.

For further reading, we refer to a selection of classical and contemporary sources on approximation theory and numerical methods. Likewise, the list of references cannot be complete, and in fact we can only give a few hints, although the selection of more recent texts on approximation is rather limited. As regards classical texts on approximation (from the second half of the last century) we refer to $[11,12,19,50,56,70]$. Further material on more advanced topics, including nonlinear approximation, can be found in [9, 21, 43].

For a more recent introduction to approximation theory with accentuated links to relevant applications in geomathematics we refer to [51]. A modern account to approximation with pronounced algorithmic and numerical elements is provided in the modern teaching concept of [68].

Literature sources to more specific topics of approximation are dealing with spline approximations [20, 36, 64, 65], wavelets [14, 18, 49] and radial basis functions $[10,24,25,27,38,72]$. Since spline approximation is a well-established topic in standard courses on numerical mathematics [57], we decided to omit a discussion on splines in this work.

## 2 Basic Methods and Numerical Algorithms

In this chapter, we discuss basic mathematical methods and numerical algorithms for interpolation and approximation of functions in one variable. The concepts and principles which we address here should already be known from numerical mathematics. Nevertheless, the material of this chapter will be necessary for our subsequent discussion. Therefore, a repetition of selected elements from numerical mathematics should be most welcome.

For the sake of preparation, let us first fix a few notations. We denote by $f:[a, b] \longrightarrow \mathbb{R}$ a continuous function on a compact interval $[a, b] \subset \mathbb{R}$, $f \in \mathscr{C}[a, b]$. Moreover,

$$
X=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\} \subset[a, b] \quad \text { for } n \in \mathbb{N}_{0}
$$

is a set of $|X|=n+1$ pairwise distinct interpolation knots. We collect the function values $f_{j}=f\left(x_{j}\right)$ of $f$ on $X$ in one data vector,

$$
f_{X}=\left(f_{0}, f_{1}, \ldots, f_{n}\right)^{T} \in \mathbb{R}^{n+1}
$$

For the approximation of $f$, we will later specify suitable linear subspaces of continuous functions, $\mathcal{S} \subset \mathscr{C}[a, b]$, of finite dimension $\operatorname{dim}(\mathcal{S}) \leq n+1$.

We first consider linear least squares approximation. In this problem, we seek an approximation $s^{*} \in \mathcal{S}$ to $f$ which minimizes among all $s \in \mathcal{S}$ the sum of pointwise square errors on $X$, so that

$$
\begin{equation*}
\sum_{x \in X}\left|s^{*}(x)-f(x)\right|^{2} \leq \sum_{x \in X}|s(x)-f(x)|^{2} \quad \text { for all } s \in \mathcal{S} \tag{2.1}
\end{equation*}
$$

Moreover, we discuss numerical algorithms for interpolation, which could be viewed as a special case of linear least squares approximation. To this end, we first consider using algebraic polynomials, where $\mathcal{S}=\mathcal{P}_{n}$. To compute a solution $s \in \mathcal{P}_{n}$ of the interpolation problem $s_{X}=f_{X}$, i.e.,

$$
\begin{equation*}
s\left(x_{j}\right)=f\left(x_{j}\right) \quad \text { for all } 0 \leq j \leq n, \tag{2.2}
\end{equation*}
$$

we develop efficient and numerically stable algorithms. Finally, we address interpolation to periodic functions by using trigonometric polynomials, where $\mathcal{S}=\mathcal{T}_{n}$. This leads us directly to the discrete Fourier transform (DFT), which will be of primary importance later in this book. We show how the DFT can be computed efficiently by using the fast Fourier transform (FFT).

### 2.1 Linear Least Squares Approximation

The following discussion on linear least squares approximation leads us to a first concrete example of an approximation problem. As a starting point for our investigations, we regard the minimization problem (2.1), whose solution we wish to construct. To this end, we first fix a set $\mathcal{B}=\left\{s_{1}, \ldots, s_{m}\right\} \subset \mathscr{C}[a, b]$ of $m \leq n+1$ linearly independent continuous functions. This immediately leads us to the linear approximation space

$$
\mathcal{S}=\operatorname{span}\left\{s_{1}, \ldots, s_{m}\right\}:=\left\{\sum_{j=1}^{m} c_{j} s_{j} \mid c_{1}, \ldots, c_{m} \in \mathbb{R}\right\} \subset \mathscr{C}[a, b]
$$

with basis $\mathcal{B}$ and of dimension $\operatorname{dim}(\mathcal{S})=m$. In typical applications of linear least squares approximation the number $n+1$ of given function values in $f_{X}$ is assumed to be much larger than the dimension $m$ of $\mathcal{S}$. Indeed, we prefer to work with a simple model for $\mathcal{S}$ which in particular is generated by only a few basis functions $\mathcal{B}$. We use the notation $m \ll n+1$ to indicate that $m$ is assumed to be much smaller than $n+1$.

But the following method for solving the minimization problem (2.1) can be applied for all $m \leq n+1$. We formulate the linear least squares approximation problem (2.1) more precisely as follows.

Problem 2.1. Compute from a given set $X=\left\{x_{0}, \ldots, x_{n}\right\} \subset[a, b]$ of $n+1$ pairwise distinct points and a data vector $f_{X}=\left(f_{0}, \ldots, f_{n}\right)^{T} \in \mathbb{R}^{n+1}$ a continuous function $s^{*} \in \mathcal{S}=\operatorname{span}\left\{s_{1}, \ldots, s_{m}\right\}$, for $m \leq n+1$, which minimizes among all $s \in \mathcal{S}$ the pointwise sum of square errors on $X$, so that

$$
\begin{equation*}
\left\|s_{X}^{*}-f_{X}\right\|_{2}^{2} \leq\left\|s_{X}-f_{X}\right\|_{2}^{2} \quad \text { for all } s \in \mathcal{S} . \tag{2.3}
\end{equation*}
$$

To solve the minimization of Problem 2.1 we represent $s^{*} \in \mathcal{S}$ as a unique linear combination

$$
\begin{equation*}
s^{*}=\sum_{j=1}^{m} c_{j}^{*} s_{j} \tag{2.4}
\end{equation*}
$$

of the basis functions in $\mathcal{B}$. Thereby, the linear least squares approximation problem can be reformulated as an equivalent minimization problem of the form

$$
\begin{equation*}
\left\|B c-f_{X}\right\|_{2}^{2} \longrightarrow \min _{c \in \mathbb{R}^{m}}! \tag{2.5}
\end{equation*}
$$

where the design matrix

$$
B \equiv B_{\mathcal{B}, X}:=\left[\begin{array}{ccc}
s_{1}\left(x_{0}\right) & \cdots & s_{m}\left(x_{0}\right) \\
\vdots & & \vdots \\
s_{1}\left(x_{n}\right) & \cdots & s_{m}\left(x_{n}\right)
\end{array}\right] \in \mathbb{R}^{(n+1) \times m}
$$

contains all evaluations of the basis functions from $\mathcal{B}$ at the points in $X$. To solve the minimization problem (2.5), we regard for the multivariate function $F: \mathbb{R}^{m} \longrightarrow[0, \infty)$, defined as
$F(c)=\left\|B c-f_{X}\right\|_{2}^{2}=\left(B c-f_{X}\right)^{T}\left(B c-f_{X}\right)=c^{T} B^{T} B c-2 c^{T} B^{T} f_{X}+f_{X}^{T} f_{X}$, its gradient

$$
\nabla F(c)=2 B^{T} B c-2 B^{T} f_{X}
$$

and its (constant) Hessian ${ }^{1}$ matrix

$$
\nabla^{2} F(c)=2 B^{T} B
$$

Recall that any local minimum of $F$ can be characterized via the solution of the linear equation system

$$
\begin{equation*}
B^{T} B c=B^{T} f_{X} \tag{2.6}
\end{equation*}
$$

referred to as Gaussian ${ }^{2}$ normal equation. If $B$ has full rank, i.e., $\operatorname{rank}(B)=$ $m$, then the symmetric matrix $B^{T} B$ is positive definite. In this case, the Gaussian normal equation (2.6) has a unique solution $c^{*}=\left(c_{1}^{*}, \ldots, c_{m}^{*}\right)^{T} \in \mathbb{R}^{m}$ satisfying

$$
F\left(c^{*}\right)<F(c) \quad \text { for all } c \in \mathbb{R}^{m} \backslash\left\{c^{*}\right\}
$$

The solution $c^{*} \in \mathbb{R}^{m}$ yields the sought coefficient vector for $s^{*}$ in (2.4).
Hence, our first approximation problem, Problem 2.1, is solved.
However, our suggested solution via the Gaussian normal equation (2.6) is problematic from a numerical viewpoint: If $B$ has full rank, then the spectral condition numbers of the matrices $B^{T} B$ and $B$ are related by (cf. [57, Section 3.1])

$$
\kappa_{2}\left(B^{T} B\right)=\left(\kappa_{2}(B)\right)^{2} .
$$

Therefore, the spectral condition number $\kappa_{2}\left(B^{T} B\right)$ of the matrix $B^{T} B$ grows quadratically proportional to the reciprocal of the smallest singular value of $B$. For matrices $B$ arising in relevant applications of linear least squares approximation, however, its smallest singular value is typically very small, whereby the condition number $\kappa_{2}\left(B^{T} B\right)$ of $B^{T} B$ is even worse. In fact, the condition number of linear least squares approximation problems is, especially for very small residuals $\left\|B c-f_{X}\right\|_{2}$, very critical, so that a solution via the Gaussian normal equation (2.6) should be avoided for the sake of numerical stability (see [28, Section 6.2]). A more comprehensive error analysis on linear least squares approximation can be found in the textbook [7].

Instead of this, a numerically stable solution for the linear least squares approximation problem works with a $Q R$ factorization
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$$
\begin{equation*}
B=Q R \tag{2.7}
\end{equation*}
$$

\]

of the design matrix $B \in \mathbb{R}^{(n+1) \times m}$, where $Q \in \mathbb{R}^{(n+1) \times(n+1)}$ is an orthogonal matrix and $R$ is an upper triangular matrix of the form

$$
R=\left[\frac{S}{0}\right]=\left[\begin{array}{ccc}
s_{11} & \cdots & s_{1 m}  \tag{2.8}\\
& \ddots & \vdots \\
& & s_{m m}
\end{array}\right] \in \mathbb{R}^{(n+1) \times m}
$$

Note that matrix $B$ has full $\operatorname{rank}, \operatorname{rank}(B)=m$, if and only if no diagonal entry $s_{k k}, 1 \leq k \leq m$, in the upper triangular matrix $S \in \mathbb{R}^{m \times m}$ vanishes.

A numerically stable solution for the minimization problem (2.5) relies on the alternative representation

$$
\begin{equation*}
F(c)=\left\|B c-f_{X}\right\|_{2}^{2}=\left\|Q R c-f_{X}\right\|_{2}^{2}=\left\|R c-Q^{T} f_{X}\right\|_{2}^{2} \tag{2.9}
\end{equation*}
$$

where we use the isometry of the inverse $Q^{-1}=Q^{T}$ with respect to the Euclidean norm $\|\cdot\|_{2}$, i.e.,

$$
\left\|Q^{T} y\right\|_{2}=\|y\|_{2} \quad \text { for all } y \in \mathbb{R}^{n+1}
$$

Now the vector $Q^{T} f_{X} \in \mathbb{R}^{n+1}$ can be partitioned into two blocks $g \in \mathbb{R}^{m}$ and $h \in \mathbb{R}^{n+1-m}$, so that

$$
Q^{T} f_{X}=\left[\begin{array}{l}
g  \tag{2.10}\\
h
\end{array}\right] \in \mathbb{R}^{n+1}
$$

Therefore, the representation for $F(c)$ in (2.9) can be rewritten as a sum of the form

$$
\begin{equation*}
F(c)=\|S c-g\|_{2}^{2}+\|h\|_{2}^{2} \tag{2.11}
\end{equation*}
$$

where we use the partitioning (2.8) for $R$ and that in (2.10) for $Q^{T} f_{X}$. The minimum of $F(c)$ in (2.11) can finally be computed via the solution of the triangular linear system

$$
S c=g
$$

by a backward substitution. The solution $c^{*}$ of this linear system is unique, if and only if $B$ has full rank.

In conclusion, the described procedure provides a numerically stable algorithm to compute the solution $c^{*}$ of the minimization problem (2.5), and this yields the coefficient vector $c^{*}$ of $s^{*}$ in (2.4). For the approximation error, we obtain

$$
F\left(c^{*}\right)=\left\|B c^{*}-f_{X}\right\|_{2}^{2}=\|h\|_{2}^{2}
$$

This solves the linear least squares approximation problem, Problem 2.1.
For further illustration, we discuss one example of linear regression.


Fig. 2.1. (a) We take 26 noisy samples $\tilde{f}_{X}=f_{X}+\varepsilon_{X}$ from $f(x)=1+3 x$. (b) We compute the regression line $s^{*}(x)=c_{0}^{*}+c_{1}^{*} x$, with $c_{0}^{*} \approx 0.9379$ and $c_{1}^{*} \approx 3.0617$, by using linear least squares approximation (cf. Example 2.2).

Example 2.2. We assume a linear model, i.e., we approximate $f \in \mathscr{C}[a, b]$ by a linear function $s(x)=c_{0}+c_{1} x$, for $c_{0}, c_{1} \in \mathbb{R}$. Moreover, we observe noisy measurements $\tilde{f}_{X}$, taken from $f$ at $n+1$ sample points $X=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$, so that

$$
\tilde{f}\left(x_{j}\right)=f\left(x_{j}\right)+\varepsilon_{j} \quad \text { for } 0 \leq j \leq n,
$$

where $\varepsilon_{j}$ is the error for the $j$-th sample. We collect the error terms in one vector $\varepsilon_{X}=\left(\varepsilon_{0}, \varepsilon_{1}, \ldots, \varepsilon_{n}\right)^{T} \in \mathbb{R}^{n+1}$. Figure 2.1 (a) shows an example for noisy observations ( $X, \tilde{f}_{X}$ ), where

$$
\tilde{f}_{X}=f_{X}+\varepsilon_{X} .
$$

We finally display the assumed linear relationship between the sample points $X$ (of the input data sites) and the observations $\tilde{f}_{X}$ (of the target object $)$. To this end, we fix the basis functions $s_{1} \equiv 1$ and $s_{2}(x)=x$, so that $\operatorname{span}\left\{s_{1}, s_{2}\right\}=\mathcal{P}_{1}$. Now the solution of the resulting minimization problem in (2.5) has the form

$$
\begin{equation*}
\left\|B c-\tilde{f}_{X}\right\|_{2}^{2} \longrightarrow \min _{c \in \mathbb{R}^{2}}! \tag{2.1.}
\end{equation*}
$$

with the design matrix $B \in \mathbb{R}^{(n+1) \times 2}$, where

$$
B^{T}=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
x_{0} & x_{1} & \cdots & x_{n}
\end{array}\right] \in \mathbb{R}^{2 \times(n+1)} .
$$

The minimization problem (2.12) can be solved via a $Q R$ decomposition of $B$ in (2.7) to obtain a numerically stable solution $c^{*}=\left(c_{0}^{*}, c_{1}^{*}\right)^{T} \in \mathbb{R}^{2}$. The resulting regression line is given by $s^{*}(x)=c_{0}^{*}+c_{1}^{*} x$, see Figure 2.1 (b). $\diamond$

### 2.2 Regularization Methods

Next, we develop a relevant extension of linear least squares approximation, Problem 2.1. To this end, we augment the data error

$$
\eta_{X}(f, s)=\left\|s_{X}-f_{X}\right\|_{2}^{2}
$$

of the cost function by a regularization term, given by a suitable functional

$$
J: \mathcal{S} \longrightarrow \mathbb{R},
$$

where $J(s)$ quantifies, for instance, the smoothness, the variation, the energy, or the oscillation of $s \in \mathcal{S}$. By the combination of the data error $\eta_{X}$ and the regularization functional $J$, being balanced by a fixed parameter $\alpha>0$, this leads us to an extension of linear least squares approximation, Problem 2.1, giving a regularization method that is described by the minimization problem

$$
\begin{equation*}
\left\|s_{X}-f_{X}\right\|_{2}^{2}+\alpha J(s) \longrightarrow \min _{s \in \mathcal{S}}! \tag{2.13}
\end{equation*}
$$

By choice of the regularization parameter $\alpha$, we aim to compromise between the approximation quality $\eta_{X}\left(f, s_{\alpha}^{*}\right)$ of a solution $s_{\alpha}^{*} \in \mathcal{S}$ for (2.13) and its regularity, being measured by $J\left(s_{\alpha}^{*}\right)$. We can further explain this as follows. On the one hand, for very small values $\alpha$ the error term $\eta_{X}(f, s)$ will be dominant over the regularization term $J(s)$, which improves the approximation quality of a solution $s_{\alpha}^{*}$ for (2.13). On the other hand, for very large values $\alpha$ the regularization term $J(s)$ will be dominant. In this case, however, we wish to avoid overfitting of a solution $s_{\alpha}^{*}$. But the selection of $J: \mathcal{S} \longrightarrow \mathbb{R}$ requires particular care, where a problem-adapted choice of $J$ relies on specific model assumptions from the application addressed. In applications of information technology, for instance, regularization methods are applied for smoothing, deblurring or denoising image and signal data (see [34]).

Now we discuss one relevant special case, where the functional $J: \mathcal{S} \longrightarrow \mathbb{R}$ is being defined by a symmetric positive definite matrix $A \in \mathbb{R}^{m \times m}$. To further explain the definition of $J$, for a fixed basis $\mathcal{B}=\left\{s_{1}, \ldots, s_{m}\right\}$ of $\mathcal{S}$, each element

$$
s=\sum_{j=1}^{m} c_{j} s_{j} \in \mathcal{S}
$$

is mapped onto the $A$-norm (i.e., the norm being induced by $A$ )

$$
\begin{equation*}
\|c\|_{A}^{2}:=c^{T} A c \tag{2.14}
\end{equation*}
$$

of its coefficients $c=\left(c_{1}, \ldots, c_{m}\right)^{T} \in \mathbb{R}^{m}$.
Starting from our above discussion on linear least squares approximation, this particular choice of $J$ leads to a class of regularization methods termed Tikhonov ${ }^{3}$ regularization. We formulate the problem of Tikhonov regularization as follows.

Problem 2.3. Under the assumption $\alpha>0$ and $A \in \mathbb{R}^{m \times m}$ symmetric positive definite, compute on given function values $f_{X} \in \mathbb{R}^{n+1}$ and design matrix $B=\left(s_{j}\left(x_{k}\right)\right)_{0 \leq k \leq n ; 1 \leq j \leq m} \in \mathbb{R}^{(n+1) \times m}, m \leq n+1$, a solution for the minimization problem

$$
\begin{equation*}
\left\|B c-f_{X}\right\|_{2}^{2}+\alpha\|c\|_{A}^{2} \longrightarrow \min _{c \in \mathbb{R}^{m}}! \tag{2.15}
\end{equation*}
$$

Note that Problem 2.3 coincides for $\alpha=0$ with the linear least squares approximation problem. As we show in the following, the minimization problem (2.15) of Tikhonov regularization has for any $\alpha>0$ a unique solution, in particular for the case, where the design matrix $B$ has no full rank. We further remark that the linear least squares approximation problem, Problem 2.1, has for $\operatorname{rank}(B)<m$ ambiguous solutions. However, as we will show,

[^1]the solution $s_{\alpha}^{*} \in \mathcal{S}$ converges for $\alpha \searrow 0$ to a norm minimal solution $s^{*}$ of linear least squares approximation.

Now we regard, for fixed $\alpha>0$, the cost function $F_{\alpha}: \mathbb{R}^{m} \longrightarrow[0, \infty)$,

$$
F_{\alpha}(c)=\left\|B c-f_{X}\right\|_{2}^{2}+\alpha\|c\|_{A}^{2}=c^{T}\left(B^{T} B+\alpha A\right) c-2 c^{T} B^{T} f_{X}+f_{X}^{T} f_{X}
$$

its gradient

$$
\nabla F_{\alpha}(c)=2\left(B^{T} B+\alpha A\right) c-2 B^{T} f_{X}
$$

and the (constant) positive definite Hessian matrix

$$
\begin{equation*}
\nabla^{2} F_{\alpha}=2\left(B^{T} B+\alpha A\right) . \tag{2.16}
\end{equation*}
$$

Note that the function $F_{\alpha}$ has one unique stationary point $c_{\alpha}^{*} \in \mathbb{R}^{m}$ satisfying the necessary condition $\nabla F_{\alpha}(c)=0$. Therefore, $c^{*}$ can be characterized as the unique solution of the minimization problem (2.15) via the unique solution of the linear system

$$
\left(B^{T} B+\alpha A\right) c_{\alpha}^{*}=B^{T} f_{X}
$$

i.e., $c_{\alpha}^{*}=\left(B^{T} B+\alpha A\right)^{-1} B^{T} f_{X}$. Due to the positive definiteness of the Hes$\operatorname{sian} \nabla^{2} F_{\alpha}$ in (2.16), $c_{\alpha}^{*}$ is a local minimum of $F_{\alpha}$. Moreover, in this case $F_{\alpha}$ is convex, and so $c_{\alpha}^{*}$ is the unique minimum of $F_{\alpha}$ on $\mathbb{R}^{m}$.

Now we explain how $c_{\alpha}^{*}$ can be computed by a stable numerical algorithm. By the spectral theorem, there is an orthogonal matrix $U \in \mathbb{R}^{m \times m}$ satisfying

$$
A=U \Lambda U^{T}
$$

where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{m}\right) \in \mathbb{R}^{m \times m}$ is a diagonal matrix containing the positive eigenvalues $\lambda_{1}, \ldots, \lambda_{m}>0$ of $A$. This allows us to define the square root of $A$ by letting

$$
A^{1 / 2}:=U \Lambda^{1 / 2} U^{T}
$$

where $\Lambda^{1 / 2}=\operatorname{diag}\left(\sqrt{\lambda_{1}}, \ldots, \sqrt{\lambda_{m}}\right) \in \mathbb{R}^{m \times m}$. Note that the square root $A^{1 / 2}$ is, like $A$, also symmetric positive definite, and we have

$$
\alpha\|c\|_{A}^{2}=\alpha c^{T} A c=\left(\sqrt{\alpha} A^{1 / 2} c\right)^{T}\left(\sqrt{\alpha} A^{1 / 2} c\right)=\left\|\sqrt{\alpha} A^{1 / 2} c\right\|_{2}^{2}
$$

This implies

$$
\left\|B c-f_{X}\right\|_{2}^{2}+\alpha\|c\|_{A}^{2}=\left\|B c-f_{X}\right\|_{2}^{2}+\left\|\sqrt{\alpha} A^{1 / 2} c\right\|_{2}^{2}=\left\|\left[\begin{array}{c}
B \\
\sqrt{\alpha} A^{1 / 2}
\end{array}\right] c-\left[\begin{array}{c}
f_{X} \\
0
\end{array}\right]\right\|_{2}^{2} .
$$

Using the notation

$$
B_{\alpha}=\left[\begin{array}{c}
B \\
\sqrt{\alpha} A^{1 / 2}
\end{array}\right] \in \mathbb{R}^{((n+1)+m) \times m} \quad \text { and } \quad g_{X}=\left[\begin{array}{c}
f_{X} \\
0
\end{array}\right] \in \mathbb{R}^{(n+1)+m}
$$

we can reformulate (2.15) by the linear least squares approximation problem

$$
\begin{equation*}
\left\|B_{\alpha} c-g_{X}\right\|_{2}^{2} \longrightarrow \min _{c \in \mathbb{R}^{m}}!, \tag{2.17}
\end{equation*}
$$

whose solution $c_{\alpha}^{*}$ can be computed by a stable algorithm via a $Q R$ factorization of $B_{\alpha}$, as already explained in the previous section for the numerical solution of the linear least squares approximation problem, Problem 2.1.

Next, we aim to characterize the asymptotic behaviour of $s_{\alpha}^{*}$ for $\alpha \searrow 0$ and for $\alpha \rightarrow \infty$. To this end, we first develop a suitable representation for the solution $c_{\alpha}^{*}$ to (2.15). Since $A$ is symmetric positive definite, we have

$$
\left\|B c-f_{X}\right\|_{2}^{2}+\alpha\|c\|_{A}^{2}=\left\|B A^{-1 / 2} A^{1 / 2} c-f_{X}\right\|_{2}^{2}+\alpha\left\|A^{1 / 2} c\right\|_{2}^{2} .
$$

By using the notation

$$
C=B A^{-1 / 2} \in \mathbb{R}^{(n+1) \times m} \quad \text { and } \quad b=A^{1 / 2} c \in \mathbb{R}^{m}
$$

we can rewrite (2.15) as

$$
\begin{equation*}
\left\|C b-f_{X}\right\|_{2}^{2}+\alpha\|b\|_{2}^{2} \longrightarrow \min _{b \in \mathbb{R}^{m}}! \tag{2.18}
\end{equation*}
$$

For the solution of (2.18), we employ the singular value decomposition of $C$,

$$
C=V \Sigma W^{T},
$$

where $V=\left(v_{1}, \ldots, v_{n+1}\right) \in \mathbb{R}^{(n+1) \times(n+1)}$ and $W=\left(w_{1}, \ldots, w_{m}\right) \in \mathbb{R}^{m \times m}$ are orthogonal, and where the matrix $\Sigma$ has the form

$$
\Sigma=\left[\begin{array}{llll}
\sigma_{1} & & & 0 \\
& \ddots & & \\
& & \sigma_{r} & \\
0 & & & 0
\end{array}\right] \in \mathbb{R}^{(n+1) \times m}
$$

with singular values $\sigma_{1} \geq \ldots \geq \sigma_{r}>0$, where $r=\operatorname{rank}(C) \leq m$.
But this implies

$$
\begin{aligned}
\left\|C b-f_{X}\right\|_{2}^{2}+\alpha\|b\|_{2}^{2} & =\left\|V \Sigma W^{T} b-f_{X}\right\|_{2}^{2}+\alpha\|b\|_{2}^{2} \\
& =\left\|\Sigma W^{T} b-V^{T} f_{X}\right\|_{2}^{2}+\alpha\left\|W^{T} b\right\|_{2}^{2}
\end{aligned}
$$

and, moreover, we obtain for $a=W^{T} b \in \mathbb{R}^{m}$ the representation

$$
\begin{aligned}
\left\|C b-f_{X}\right\|_{2}^{2}+\alpha\|b\|_{2}^{2} & =\left\|\Sigma a-V^{T} f_{X}\right\|_{2}^{2}+\alpha\|a\|_{2}^{2} \\
& =\sum_{j=1}^{r}\left(\sigma_{j} a_{j}-v_{j}^{T} f_{X}\right)^{2}+\sum_{j=r+1}^{n+1}\left(v_{j}^{T} f_{X}\right)^{2}+\alpha \sum_{j=1}^{m} a_{j}^{2}
\end{aligned}
$$

For the minimization of this expression, we first let

$$
a_{j}:=0 \quad \text { for } r+1 \leq j \leq m,
$$

so that it remains to solve the minimization problem

$$
\begin{equation*}
\sum_{j=1}^{r}\left[\left(\sigma_{j} a_{j}-v_{j}^{T} f_{X}\right)^{2}+\alpha a_{j}^{2}\right] \longrightarrow \min _{a_{1}, \ldots, a_{r} \in \mathbb{R}}! \tag{2.19}
\end{equation*}
$$

Since all terms of the cost function in (2.19) are non-negative, the minimization problem (2.19) can be split into the $r$ independent subproblems

$$
\begin{equation*}
g_{j}\left(a_{j}\right)=\left(\sigma_{j} a_{j}-v_{j}^{T} f_{X}\right)^{2}+\alpha a_{j}^{2} \longrightarrow \min _{a_{j} \in \mathbb{R}}!\quad \text { for } 1 \leq j \leq r \tag{2.20}
\end{equation*}
$$

with the scalar-valued cost functions $g_{j}: \mathbb{R} \longrightarrow \mathbb{R}$, for $1 \leq j \leq r$. Since

$$
g_{j}^{\prime}\left(a_{j}\right)=2\left(\left(\sigma_{j}^{2}+\alpha\right) a_{j}-\sigma_{j} v_{j}^{T} f_{X}\right) \quad \text { and } \quad g_{j}^{\prime \prime}\left(a_{j}\right)=2\left(\sigma_{j}^{2}+\alpha\right)>0
$$

the function $g_{j}$ is a convex parabola. The unique minimum $a_{j}^{*}$ of $g_{j}$ in (2.20) is given by

$$
a_{j}^{*}=\frac{\sigma_{j}}{\sigma_{j}^{2}+\alpha} v_{j}^{T} f_{X} \quad \text { for all } 1 \leq j \leq r
$$

Therefore, for the unique solution $b^{*}$ of (2.18) we have

$$
b^{*}=W a^{*}=\sum_{j=1}^{r} \frac{\sigma_{j}}{\sigma_{j}^{2}+\alpha} v_{j}^{T} f_{X} w_{j} .
$$

From this we obtain

$$
b^{*} \longrightarrow 0 \quad \text { for } \alpha \longrightarrow \infty
$$

and

$$
b^{*} \longrightarrow b_{0}^{*}:=\sum_{j=1}^{r} \frac{1}{\sigma_{j}} v_{j}^{T} f_{X} w_{j}=C^{+} f_{X} \quad \text { for } \alpha \searrow 0
$$

for the asymptotic behaviour of $b^{*}$, where $C^{+}$denotes the pseudoinverse of $C$. Therefore, $b_{0}^{*}$ is the unique norm minimal solution of the linear least squares approximation problem

$$
\left\|C b-f_{X}\right\|_{2}^{2} \longrightarrow \min _{b \in \mathbb{R}^{m}}!
$$

Therefore, for the solution $c^{*}=A^{-1 / 2} b^{*}$ to (2.15) we get

$$
c^{*} \longrightarrow 0 \quad \text { for } \alpha \longrightarrow \infty
$$

and

$$
c^{*} \longrightarrow c_{0}^{*}=A^{-1 / 2} b_{0}^{*} \quad \text { for } \alpha \searrow 0,
$$

where $c_{0}^{*} \in \mathbb{R}^{m}$ denotes that solution of the linear least squares problem

$$
\left\|B c-f_{X}\right\|_{2}^{2} \longrightarrow \min _{c \in \mathbb{R}^{m}}!
$$

which minimizes the norm $\|\cdot\|_{A}$. For the solution $s_{\alpha}^{*} \in \mathcal{S}$ of (2.13), we obtain

$$
s_{\alpha}^{*} \longrightarrow 0 \quad \text { for } \alpha \longrightarrow \infty
$$

and

$$
s_{\alpha}^{*} \longrightarrow s_{0}^{*} \quad \text { for } \alpha \searrow 0
$$

where $s_{0}^{*} \in \mathcal{S}$ is that solution for the linear least squares problem

$$
\left\|s_{X}-f_{X}\right\|_{2}^{2} \longrightarrow \min _{s \in \mathcal{S}}!
$$

whose coefficients $c^{*} \in \mathbb{R}^{m}$ minimize the norm $\|\cdot\|_{A}$.

### 2.3 Interpolation by Algebraic Polynomials

In this section, we work with algebraic polynomials for the interpolation of a continuous function $f \in \mathscr{C}[a, b]$. Algebraic polynomials $p: \mathbb{R} \longrightarrow \mathbb{R}$ are often represented as linear combinations

$$
\begin{equation*}
p(x)=\sum_{k=0}^{n} a_{k} x^{k}=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n} x^{n} \tag{2.21}
\end{equation*}
$$

of monomials $1, x, x^{2}, \ldots, x^{n}$ with coefficients $a_{0}, \ldots, a_{n} \in \mathbb{R}$. Recall that $n \in \mathbb{N}_{0}$ denotes the degree of $p$, provided that the leading coefficient $a_{n} \in \mathbb{R}$ does not vanish. We collect all algebraic polynomials of degree at most $n$ in the linear space

$$
\mathcal{P}_{n}:=\operatorname{span}\left\{1, x, x^{2}, \ldots, x^{n}\right\} \quad \text { for } n \in \mathbb{N}_{0}
$$

Now we consider the following interpolation problem.
Problem 2.4. Compute from a given set $X=\left\{x_{0}, \ldots, x_{n}\right\} \subset \mathbb{R}$ of $n+1$ pairwise distinct points and a data vector $f_{X}=\left(f_{0}, \ldots, f_{n}\right)^{T} \in \mathbb{R}^{n+1}$ an algebraic polynomial $p \in \mathcal{P}_{n}$ satisfying $p_{X}=f_{X}$, i.e.,

$$
\begin{equation*}
p\left(x_{j}\right)=f_{j} \quad \text { for all } 0 \leq j \leq n \tag{2.22}
\end{equation*}
$$

If we represent $p \in \mathcal{P}_{n}$ as a linear combination of monomials (2.21), then the interpolation conditions (2.22) lead to a linear system of the form

$$
\begin{aligned}
a_{0}+a_{1} x_{0}+a_{2} x_{0}^{2}+\ldots+a_{n} x_{0}^{n}= & f_{0} \\
a_{0}+a_{1} x_{1}+a_{2} x_{1}^{2}+\ldots+a_{n} x_{1}^{n}= & f_{1} \\
\vdots & \vdots \\
a_{0}+a_{1} x_{n}+a_{2} x_{n}^{2}+\ldots+a_{n} x_{n}^{n}= & f_{n}
\end{aligned}
$$

or, in the shorter matrix-vector notation,

$$
\begin{equation*}
V_{X} \cdot a=f_{X} \tag{2.23}
\end{equation*}
$$

with coefficient vector $a=\left(a_{0}, \ldots, a_{n}\right)^{T} \in \mathbb{R}^{n+1}$ and the Vandermonde ${ }^{4}$ matrix

$$
V_{X}=\left[\begin{array}{ccccc}
1 & x_{0} & x_{0}^{2} & \ldots & x_{0}^{n}  \tag{2.24}\\
1 & x_{1} & x_{1}^{2} & \ldots & x_{1}^{n} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & x_{n} & x_{n}^{2} & \ldots & x_{n}^{n}
\end{array}\right] \in \mathbb{R}^{(n+1) \times(n+1)} .
$$

Now the interpolation problem $p_{X}=f_{X}$ in (2.22) has a unique solution, if and only if the linear equation system (2.23) has a unique solution. Therefore, it remains to investigate the regularity of the Vandermonde matrix $V_{X}$, where we can rely on a classical result from linear algebra.

Theorem 2.5. For the determinant of the Vandermonde matrix $V_{X}$, we have

$$
\operatorname{det}\left(V_{X}\right)=\prod_{0 \leq j<k \leq n}\left(x_{k}-x_{j}\right)
$$

Proof. We prove the statement by induction on $n \in \mathbb{N}$, where we only use elementary properties of the determinant, in particular its linearity with respect to the matrix rows.
Initial step: For $n=1$ we have $\operatorname{det}\left(V_{X}\right)=x_{1}-x_{0}$ for $X=\left\{x_{0}, x_{1}\right\}$.
Induction hypothesis: Assume the statement is true for $n$ points $\left\{x_{1}, \ldots, x_{n}\right\}$. Induction step: For $X=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ we have

$$
\begin{aligned}
& \operatorname{det}\left(V_{X}\right)=\operatorname{det}\left[\begin{array}{ccccc}
1 & x_{0} & \ldots & x_{0}^{n-1} & x_{0}^{n} \\
1 & x_{1} & \ldots & x_{1}^{n-1} & x_{1}^{n} \\
\vdots & \vdots & & \vdots & \vdots \\
1 & x_{n} & \ldots & x_{n}^{n-1} & x_{n}^{n}
\end{array}\right]=\operatorname{det}\left[\begin{array}{cccc}
1 & x_{0} & \ldots & x_{0}^{n} \\
0 & x_{1}-x_{0} & \ldots & x_{1}^{n}-x_{0}^{n} \\
\vdots & \vdots & & \vdots \\
0 & x_{n}-x_{0} & \ldots & x_{n}^{n}-x_{0}^{n}
\end{array}\right] \\
& =\operatorname{det}\left[\begin{array}{ccc}
x_{1}-x_{0} \ldots & \ldots & x_{1}^{n}-x_{0}^{n} \\
\vdots & \vdots \\
x_{n}-x_{0} & \ldots & x_{n}^{n}-x_{0}^{n}
\end{array}\right] \\
& =\operatorname{det}\left[\begin{array}{ccc}
x_{1}-x_{0} & x_{1}^{2}-x_{0} x_{1} \ldots & x_{1}^{n}-x_{0} x_{1}^{n-1} \\
\vdots & \vdots & \vdots \\
x_{n}-x_{0} & x_{n}^{2}-x_{0} x_{n} \ldots x_{n}^{n}-x_{0} x_{n}^{n-1}
\end{array}\right] \\
& =\left(x_{1}-x_{0}\right) \cdot \ldots \cdot\left(x_{n}-x_{0}\right) \cdot \operatorname{det}\left[\begin{array}{cccc}
1 & x_{1} & \ldots & x_{1}^{n-1} \\
\vdots & \vdots & & \vdots \\
1 & x_{n} & \ldots & x_{n}^{n-1}
\end{array}\right]
\end{aligned}
$$

[^2]\[

$$
\begin{aligned}
& =\left(x_{1}-x_{0}\right) \cdot \ldots \cdot\left(x_{n}-x_{0}\right) \cdot \operatorname{det}\left(V_{X \backslash\left\{x_{0}\right\}}\right) \\
& =\left(x_{1}-x_{0}\right) \cdot \ldots \cdot\left(x_{n}-x_{0}\right) \cdot \prod_{1 \leq j<k \leq n}\left(x_{k}-x_{j}\right) \\
& =\prod_{0 \leq j<k \leq n}\left(x_{k}-x_{j}\right)
\end{aligned}
$$
\]

which already completes our proof.
We can conclude that for any set $X=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ of $n+1$ pairwise distinct interpolation points the Vandermonde matrix $V_{X}$ is regular. This gives an answer to our initial question for the existence and uniqueness of a solution to Problem 2.4. We summarize our discussion on this as follows.

Corollary 2.6. The interpolation problem (2.22), Problem 2.4, has a unique solution $p \equiv p_{f, X} \in \mathcal{P}_{n}$ whose coefficients with respect to its monomial representation in (2.21) are given by the solution of the linear system (2.23).

We remark that the computation of the coefficient vector $a$ in (2.23) is rather problematic. This is because heterogeneous distributions of interpolation points $X$ typically yield ill-conditioned Vandermonde matrices $V_{X}$. Moreover, the computation of the coefficients in $a \in \mathbb{R}^{n+1}$ via (2.23) is too costly. Therefore, we prefer to avoid the linear system (2.23) for the solution of Problem 2.4, mainly for the sake of numerical stability and computational efficiency (see [28, Section 4.2]).

In fact, the above method for the solution to Problem 2.4 via (2.23) is rather naive. We remark that the solution to the interpolation problem (2.22) does not require a linear system at all. By choosing a suitable polynomial basis we can immediately give the solution to Problem 2.4.

To this end, we consider the Lagrange ${ }^{5}$ polynomials

$$
\begin{aligned}
L_{j}(x) & =\frac{\left(x-x_{0}\right) \cdot \ldots \cdot\left(x-x_{j-1}\right) \cdot\left(x-x_{j+1}\right) \cdot \ldots \cdot\left(x-x_{n}\right)}{\left(x_{j}-x_{0}\right) \cdot \ldots \cdot\left(x_{j}-x_{j-1}\right) \cdot\left(x_{j}-x_{j+1}\right) \cdot \ldots \cdot\left(x_{j}-x_{n}\right)} \\
& =\prod_{\substack{k=0 \\
k \neq j}}^{n} \frac{x-x_{k}}{x_{j}-x_{k}} \quad \text { for } 0 \leq j \leq n .
\end{aligned}
$$

Any $L_{j}$ is a polynomial of degree $n, L_{j} \in \mathcal{P}_{n}$, for $0 \leq j \leq n$, and we have

$$
L_{j}\left(x_{k}\right)=\left\{\begin{array}{ll}
1 & \text { for } k=j \\
0 & \text { for } k \neq j
\end{array} \quad \text { for all } 0 \leq j, k \leq n .\right.
$$

Therefore, the Lagrange polynomials $L_{0}, \ldots, L_{n}$ are a basis of the polynomial space $\mathcal{P}_{n}$. Moreover, the solution $p \in \mathcal{P}_{n}$ to the interpolation problem (2.22) is in its Lagrange representation given as

[^3]\[

$$
\begin{equation*}
p(x)=f_{0} L_{0}(x)+\ldots+f_{n} L_{n}(x)=\sum_{j=0}^{n} f_{j} L_{j}(x) . \tag{2.25}
\end{equation*}
$$

\]

Now let us make a first and very simple example.
Example 2.7. For two distinct interpolation points in $X=\left\{x_{0}, x_{1}\right\}$ the two corresponding Lagrange polynomials $L_{0}, L_{1} \in \mathcal{P}_{1}$ are

$$
L_{0}(x)=\frac{x_{1}-x}{x_{1}-x_{0}} \quad \text { and } \quad L_{1}(x)=\frac{x-x_{0}}{x_{1}-x_{0}} \quad \text { for } x \in \mathbb{R}
$$

Note that $L_{0}+L_{1} \equiv 1$. The Lagrange representation of the unique interpolation polynomial $p \in \mathcal{P}_{1}$ satisfying $p_{X}=f_{X}$, for given function values $f_{X}=\left(f_{0}, f_{1}\right)^{T} \in \mathbb{R}^{2}$, is given by the affine combination

$$
p(x)=\frac{x_{1}-x}{x_{1}-x_{0}} \cdot f_{0}+\frac{x-x_{0}}{x_{1}-x_{0}} \cdot f_{1} \quad \text { for } x \in \mathbb{R}
$$

of the function values $f_{0}$ and $f_{1}$.
Now let us turn to a concrete interpolation problem.
Example 2.8. In this example, we consider interpolating the trigonometric function $f(x)=\cos (x)$ by a cubic polynomial for the set of interpolation points $X=\{0, \pi, 3 \pi / 2,2 \pi\}$. This yields the data vector $f_{X}=(1,-1,0,1)^{T}$, see Figure 2.2 (a). The cubic Lagrange polynomials for the points in $X$ are

$$
\begin{aligned}
& L_{0}(x)=\frac{(x-\pi)(x-3 \pi / 2)(x-2 \pi)}{(0-\pi)(0-3 \pi / 2)(0-2 \pi)}=-\frac{1}{3 \pi^{3}} \cdot(x-\pi)\left(x-\frac{3}{2} \pi\right)(x-2 \pi) \\
& L_{1}(x)=\frac{(x-0)(x-3 \pi / 2)(x-2 \pi)}{(\pi-0)(\pi-3 \pi / 2)(\pi-2 \pi)}=\frac{2}{\pi^{3}} \cdot x\left(x-\frac{3}{2} \pi\right)(x-2 \pi) \\
& L_{2}(x)=\frac{(x-0)(x-\pi)(x-2 \pi)}{(3 \pi / 2-0)(3 \pi / 2-\pi)(3 \pi / 2-2 \pi)}=-\frac{8}{3 \pi^{3}} \cdot x(x-\pi)(x-2 \pi) \\
& L_{3}(x)=\frac{(x-0)(x-\pi)(x-3 \pi / 2)}{(2 \pi-0)(2 \pi-\pi)(2 \pi-3 \pi / 2)}=\frac{1}{\pi^{3}} \cdot x(x-\pi)\left(x-\frac{3}{2} \pi\right) .
\end{aligned}
$$

The function graphs of $L_{0}, L_{1}, L_{2}, L_{3}$ are shown in Figures 2.3 and 2.4.
The unique solution to the interpolation problem $p_{X}=f_{X}$ is

$$
\begin{aligned}
p(x)= & L_{0}(x)-L_{1}(x)+L_{3}(x) \\
= & -\frac{1}{3 \pi^{3}} \cdot(x-\pi)\left(x-\frac{3}{2} \pi\right)(x-2 \pi) \\
& -\frac{2}{\pi^{3}} \cdot x\left(x-\frac{3}{2} \pi\right)(x-2 \pi) \\
& +\frac{1}{\pi^{3}} \cdot x(x-\pi)\left(x-\frac{3}{2} \pi\right) .
\end{aligned}
$$

The function graph of $p$ is shown in Figure 2.2 (b).

(a) $f(x)=\cos (x)$ and data $X, f_{X}$

(b) Interpolant $p \in \mathcal{P}_{3}$ satisfying $p_{X}=f_{X}$

Fig. 2.2. For $X=\{0, \pi, 3 \pi / 2,2 \pi\}$ and $f_{X}=(1,-1,0,1)^{T}$ the cubic polynomial $p=L_{0}-L_{1}+L_{3}$ solves the interpolation problem $p_{X}=f_{X}$ from Example 2.8.
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$$
L_{0}(x)=-\frac{1}{3 \pi^{3}} \cdot(x-\pi)\left(x-\frac{3}{2} \pi\right)(x-2 \pi)
$$



$$
L_{1}(x)=\frac{2}{\pi^{3}} \cdot x\left(x-\frac{3}{2} \pi\right)(x-2 \pi)
$$

Fig. 2.3. The Lagrange polynomials $L_{0}, L_{1} \in \mathcal{P}_{3}$ for $X=\{0, \pi, 3 \pi / 2,2 \pi\}$.


$$
L_{2}(x)=-\frac{8}{3 \pi^{3}} \cdot x(x-\pi)(x-2 \pi)
$$



Fig. 2.4. The Lagrange polynomials $L_{2}, L_{3} \in \mathcal{P}_{3}$ for $X=\{0, \pi, 3 \pi / 2,2 \pi\}$.

Although the Lagrange representation in (2.25) leads us directly to the solution of the interpolation problem (2.22), this Lagrangian interpolation scheme is not our preferred solution in practice. In fact, from a numerical viewpoint, the evaluation and updating of the interpolation polynomial in (2.25) is far too costly (see [28, Section 4.2] and [57, Section 8.2]).

An efficient and numerically stable method to evaluate interpolation polynomials is based on a recursive representation, which we explain in the following discussion. To this end, $p_{k, j} \in \mathcal{P}_{j}$ denotes, for $0 \leq j \leq k \leq n$, the unique polynomial of degree at most $j$ satisfying the interpolation conditions

$$
\begin{equation*}
p_{k, j}\left(x_{\ell}\right)=f_{\ell} \quad \text { for all } k-j \leq \ell \leq k \tag{2.26}
\end{equation*}
$$

For fixed $x \in \mathbb{R}$ the values $p_{k, j}(x)$ can be computed recursively. This is done by using the Aitken ${ }^{6}$ lemma.

Lemma 2.9. For the interpolation polynomials $p_{k, j} \in \mathcal{P}_{j}$ satisfying (2.26) we have the recursion

$$
\begin{aligned}
p_{k, 0}(x) & =f_{k} \quad \text { for } 0 \leq k \leq n \\
p_{k, j}(x) & =p_{k, j-1}(x)+\frac{x-x_{k}}{x_{k-j}-x_{k}}\left(p_{k-1, j-1}(x)-p_{k, j-1}(x)\right) \\
& =\frac{x_{k-j}-x}{x_{k-j}-x_{k}} p_{k, j-1}(x)+\frac{x-x_{k}}{x_{k-j}-x_{k}} p_{k-1, j-1}(x) \quad \text { for } k \geq j>0 .
\end{aligned}
$$

Proof. We prove the statement by induction on $j \geq 0$.
Initial step: For $j=0$ we have $p_{k, 0} \equiv f_{k} \in \mathcal{P}_{0}$, for $0 \leq k \leq n$.
Induction hypothesis: Suppose $p_{k, j-1} \in \mathcal{P}_{j-1}$ interpolates the data

$$
\left(x_{k-j+1}, f_{k-j+1}\right), \ldots,\left(x_{k}, f_{k}\right)
$$

and $p_{k-1, j-1} \in \mathcal{P}_{j-1}$ is the interpolation polynomial for the data

$$
\left(x_{k-j}, f_{k-j}\right), \ldots,\left(x_{k-1}, f_{k-1}\right)
$$

Induction step $(j-1 \longrightarrow j)$ : Note that the right hand side of the recursion,

$$
q(x):=p_{k, j-1}(x)+\frac{x-x_{k}}{x_{k-j}-x_{k}}\left(p_{k-1, j-1}(x)-p_{k, j-1}(x)\right)
$$

is a polynomial of degree at most $j$, i.e., $q \in \mathcal{P}_{j}$. From the stated recursion and by using the induction hypothesis we can conclude that $q$, as well as $p_{k, j}$, interpolates the data

$$
\left(x_{k-j}, f_{k-j}\right), \ldots,\left(x_{k}, f_{k}\right)
$$

Therefore, we have $q \equiv p_{k, j}$ by uniqueness of the interpolant $p_{k, j}$.

[^4]By the recursion of the Aitken lemma, Lemma 2.9, we can, on given interpolation points $X$ and function values $f_{X}$, recursively evaluate the unique interpolation polynomial $p \equiv p_{n, n} \in \mathcal{P}_{n}$ at any point $x \in \mathbb{R}$. To this end, we organize the values $p_{k, j} \equiv p_{k, j}(x)$, for $0 \leq j \leq k \leq n$, in a triangular scheme as follows.

$$
\begin{array}{rlrl}
f_{0} & =p_{0,0} & & \\
f_{1} & =p_{1,0} & p_{1,1} & \\
f_{2} & =p_{2,0} & p_{2,1} & p_{2,2} \\
& \vdots & \vdots & \vdots \\
& \ddots & \\
f_{n} & =p_{n, 0} & p_{n, 1} & p_{n, 2}
\end{array} \cdots p_{n, n} .
$$

The values in the first column of the triangular scheme are the given function values $p_{k, 0}=f_{k}$, for $0 \leq k \leq n$. The values of the subsequent columns can be computed, according to the recursion in the Aitken lemma, from two values in the previous column. In this way, we can compute all entries of the triangular scheme, column-wise from left to right, and so we obtain the sought function value $p(x)=p_{n, n}$.

To compute the entry $p_{k, j}$ we merely need (besides the interpolation points $x_{k-j}$ and $x_{k}$ ) the two entries $p_{k-1, j-1}$ and $p_{k, j-1}$ from the previous column. If we compute the entries in each column from the bottom to the top, then we can delete, in each step one entry, $p_{k, j-1}$, since $p_{k, j-1}$ is no longer needed in the subsequent computations.

This leads us to the Neville ${ }^{7}$-Aitken algorithm, Algorithm 1, giving a memory-efficient variant of the Aitken recursion in Lemma 2.9. The NevilleAitken algorithm operates on the input data vector $f_{X}=\left(f_{0}, \ldots, f_{n}\right)^{T}$ recursively as shown in Algorithm 1.

```
Algorithm 1 Neville-Aitken algorithm
    function Neville-Aitken \(\left(X, f_{X}, x\right)\)
        input: Interpolation points \(X=\left\{x_{0}, \ldots, x_{n}\right\}\);
            Function values \(f_{X}=\left(f_{0}, \ldots, f_{n}\right)^{T} \in \mathbb{R}^{n+1}\);
            Evaluation point \(x \in \mathbb{R}\) for \(p \in \mathcal{P}_{n}\);
        for \(j=1, \ldots, n\) do
            for \(k=n, \ldots, j\) do
                let
                                    \(f_{k}:=f_{k}+\frac{x-x_{k}}{x_{k-j}-x_{k}}\left(f_{k-1}-f_{k}\right) ;\)
            end for
        end for
        output: \(p(x)=f_{n}\).
    end function
```

[^5]
### 2.4 Divided Differences and the Newton Representation

Now we use the Aitken recursion in Lemma 2.9 to elaborate a suitable representation for interpolation polynomials. To this end, we consider for a fixed set $X=\left\{x_{0}, \ldots, x_{n}\right\}$ of interpolation points the Newton ${ }^{8}$ polynomials

$$
\begin{equation*}
\omega_{k}(x)=\prod_{j=0}^{k-1}\left(x-x_{j}\right) \in \mathcal{P}_{k} \quad \text { for } 0 \leq k \leq n \tag{2.27}
\end{equation*}
$$

For the Newton polynomials we have

$$
\omega_{k}\left(x_{\ell}\right)=\left\{\begin{array}{cc}
0 & \text { for } \ell<k \\
\prod_{j=0}^{k-1}\left(x_{\ell}-x_{j}\right) \neq 0 & \text { for } \ell \geq k
\end{array}\right.
$$

The Newton polynomials are obviously linearly independent, so that they are a basis for the polynomial space $\mathcal{P}_{n}$. Therefore, for any vector of function values $f_{X}=\left(f_{0}, \ldots, f_{n}\right)^{T} \in \mathbb{R}^{n+1}$, the interpolation polynomial $p_{n} \in \mathcal{P}_{n}$ to $f_{X}$ has unique Newton coefficients $b_{0}, b_{1}, \ldots, b_{n} \in \mathbb{R}$, so that

$$
\begin{align*}
p_{n}(x) & =\sum_{k=0}^{n} b_{k} \omega_{k}(x) \\
& =b_{0}+b_{1}\left(x-x_{0}\right)+\ldots+b_{n}\left(x-x_{0}\right) \cdot \ldots \cdot\left(x-x_{n-1}\right) . \tag{2.28}
\end{align*}
$$

The form of the polynomial $p_{n}$ in (2.28) is called Newton representation.
Next, we turn to the computation of the Newton coefficients in (2.28). We start with the following scheme involving the function values of $p_{n}$ on $X$.

$$
\begin{aligned}
& f_{0}=p_{n}\left(x_{0}\right)=b_{0} \\
& f_{1}=p_{n}\left(x_{1}\right)=b_{0}+b_{1}\left(x_{1}-x_{0}\right) \\
& f_{2}=p_{n}\left(x_{2}\right)=b_{0}+b_{1}\left(x_{2}-x_{0}\right)+b_{2}\left(x_{2}-x_{0}\right)\left(x_{2}-x_{1}\right) \\
& \vdots \\
& \quad \vdots \\
& f_{n}=p_{n}\left(x_{n}\right)=b_{0}+\ldots+b_{n}\left(x_{n}-x_{0}\right) \cdot \ldots \cdot\left(x_{n}-x_{n-1}\right) .
\end{aligned}
$$

Note that the Newton coefficients $b_{k}$ of $p_{n}$ can be determined recursively by

$$
\begin{equation*}
b_{k}=\frac{1}{\omega_{k}\left(x_{k}\right)}\left(f_{k}-\sum_{j=0}^{k-1} b_{j} \omega_{j}\left(x_{k}\right)\right) \quad \text { for } k=0, \ldots, n \tag{2.29}
\end{equation*}
$$

Further note that for the computation of $b_{k}$ we only need the first $k+1$ data

[^6]$$
\left(x_{0}, f_{0}\right),\left(x_{1}, f_{1}\right), \ldots,\left(x_{k}, f_{k}\right)
$$

This gives the Newton representation an important advantage concerning updating: If we add one datum $\left(x_{n+1}, f_{n+1}\right)$ to $X_{n}=\left\{x_{0}, \ldots, x_{n}\right\}$ and $f_{X_{n}}$, then it will be rather simple to update the interpolation polynomial $p_{n}$ in (2.28). In fact, for the interpolation polynomial $p_{n+1} \in \mathcal{P}_{n+1}$ from data $X_{n+1}=\left\{x_{0}, \ldots, x_{n}, x_{n+1}\right\}$ and $f_{X_{n+1}}$ we have the representation

$$
p_{n+1}(x)=p_{n}(x)+b_{n+1} \prod_{k=0}^{n}\left(x-x_{k}\right)=p_{n}(x)+b_{n+1} \omega_{n+1}(x)
$$

where under the additional interpolation condition $p_{n+1}\left(x_{n+1}\right)=f_{n+1}$ we immediately get

$$
b_{n+1}=\frac{f_{n+1}-p_{n}\left(x_{n+1}\right)}{\omega_{n+1}\left(x_{n+1}\right)}
$$

Now in order to develop a systematic scheme for computing the Newton coefficients of interpolation polynomials we introduce divided differences.

Definition 2.10. On given data $X=\left\{x_{0}, \ldots, x_{n}\right\} \subset \mathbb{R}$ and $f_{X} \in \mathbb{R}^{n+1}$ let

$$
\begin{equation*}
p(x)=\sum_{k=0}^{n} a_{k} x^{k} \in \mathcal{P}_{n} \tag{2.30}
\end{equation*}
$$

be the unique interpolation polynomial satisfying $p_{X}=f_{X}$. Then, the leading coefficient $a_{n} \in \mathbb{R}$ of $p$ in (2.30) is called the $n$-th divided difference of $f$ with respect to $X$, where we use the notation

$$
\begin{equation*}
a_{n}=\left[x_{0}, \ldots, x_{n}\right](f) \tag{2.31}
\end{equation*}
$$

The linear mapping $\left[x_{0}, \ldots, x_{n}\right]: \mathscr{C}(\mathbb{R}) \longrightarrow \mathbb{R}$ is referred to as the divided difference operator, or the difference operator, with respect to $X$. $\bigcirc$

Before we discuss relevant properties of divided differences, we first make a remark for further clarification.

Remark 2.11. Note that the $n$-th divided difference $\left[x_{0}, \ldots, x_{n}\right](f)$ in Definition 2.10 is the leading coefficient of the interpolation polynomial $p$ for $f$ on $X$ with respect to its monomial representation (2.30). We remark that the leading coefficient of $p$ with respect to its monomial representation (2.30) coincides with the leading coefficient of $p$ with respect to its Newton representation in (2.28) so that we have

$$
\begin{equation*}
p(x)=\left[x_{0}, \ldots, x_{n}\right](f) x^{n}+a_{n-1} x^{n-1}+\ldots+a_{1} x+a_{0} \tag{2.32}
\end{equation*}
$$

with the coefficients $a_{0}, \ldots, a_{n-1}$ of the monomial representation of $p$ and

$$
\begin{equation*}
p(x)=\left[x_{0}, \ldots, x_{n}\right](f) \omega_{n}(x)+b_{n-1} \omega_{n-1}(x)+\ldots+b_{1} \omega_{1}(x)+b_{0} \tag{2.33}
\end{equation*}
$$

with the coefficients $b_{0}, \ldots, b_{n-1}$ of the Newton representation. This property follows directly from the structure of the Newton polynomials $\omega_{k} \in \mathcal{P}_{k}$ in (2.27), with the leading Newton polynomial

$$
\omega_{n}(x)=\prod_{j=0}^{n-1}\left(x-x_{j}\right) \in \mathcal{P}_{n}
$$

as a product of the $n$ linear factors $x-x_{j}$, for $0 \leq j \leq n-1$. Indeed, note that the leading coefficient of $\omega_{n}$ (with respect to the monomial basis) is one. Therefore, the leading coefficients of $p$, as in the Newton representation (2.33) and in the monomial representation (2.32), must be equal.

In hindsight, we could as well have introduced the $n$-th divided difference $\left[x_{0}, \ldots, x_{n}\right](f)$ in Definition 2.10 as the leading coefficient $b_{n}$ of the interpolation polynomial $p$ in its Newton representation in (2.28). Nevertheless, we have decided to follow the common standard from the literature. We finally remark that in the following recursive evaluation of $\left[x_{0}, \ldots, x_{n}\right](f)$ by divided differences (of a smaller order than $n$ ), the monomial representation (2.32) of the interpolation polynomial $p$ will be quite useful.

In our discussion so far, we have not made any assumptions on the ordering of the interpolation points in $X$. Since the interpolation polynomial $p$ is, on given data $f_{X}$, always unique, we can conclude that the leading coefficient $a_{n}$ of $p$ in its monomial representation (2.30) is independent of the interpolation points' order in $X$. We formulate this observation as follows.

Proposition 2.12. For $X=\left\{x_{0}, \ldots, x_{n}\right\}$ and $f_{X} \in \mathbb{R}^{n+1}$ the divided difference $\left[x_{0}, \ldots, x_{n}\right](f)$ is independent of the order of interpolation points $x_{0}, \ldots, x_{n}$ in $X$, i.e., for any permutation $\sigma$ of the indices $\{0, \ldots, n\}$ we have

$$
\left[x_{0}, \ldots, x_{n}\right](f)=\left[x_{\sigma(0)}, \ldots, x_{\sigma(n)}\right](f)
$$

As we show now, all coefficients in the Newton representation (2.28) of the interpolation polynomial $p$ are divided differences.

Theorem 2.13. For $X=\left\{x_{0}, \ldots, x_{n}\right\}$ and $f_{X} \in \mathbb{R}^{n+1}$,

$$
\begin{equation*}
p(x)=\sum_{k=0}^{n}\left[x_{0}, \ldots, x_{k}\right](f) \cdot \omega_{k}(x) \in \mathcal{P}_{n} \tag{2.34}
\end{equation*}
$$

is the unique interpolation polynomial satisfying $p_{X}=f_{X}$.
Proof. We prove the statement by induction on $n$.
Initial step: For $n=0$ we have $p \equiv f_{0}=\left[x_{0}\right](f)$ for $X=\left\{x_{0}\right\}$ and $f_{0} \in \mathbb{R}$.
Induction hypothesis: Assume that, on given data $X=\left\{x_{0}, \ldots, x_{n-1}\right\}$ and $f_{X} \in \mathbb{R}^{n}, n \geq 1$,

$$
p=\sum_{k=0}^{n-1}\left[x_{0}, \ldots, x_{k}\right](f) \cdot \omega_{k} \in \mathcal{P}_{n-1}
$$

is the unique interpolation polynomial in $\mathcal{P}_{n-1}$ satisfying $p_{X}=f_{X}$.
Induction step $(n-1 \longrightarrow n)$ : On given data $X=\left\{x_{0}, \ldots, x_{n}\right\}$ and $f_{X} \in \mathbb{R}^{n+1}$ the unique interpolation polynomial $p \in \mathcal{P}_{n}$ has, according to Remark 2.11, the representations (2.32) and

$$
\begin{equation*}
p(x)=\left[x_{0}, \ldots, x_{n}\right](f) \cdot \omega_{n}(x)+q_{n-1}(x) \tag{2.35}
\end{equation*}
$$

with $q_{n-1} \in \mathcal{P}_{n-1}$, where the latter follows directly from (2.33). Since

$$
q_{n-1}\left(x_{k}\right)=p\left(x_{k}\right)-\left[x_{0}, \ldots, x_{n}\right](f) \underbrace{\omega_{n}\left(x_{k}\right)}_{=0}=p\left(x_{k}\right),
$$

for all $0 \leq k \leq n-1$, we see that the polynomial $q_{n-1} \in \mathcal{P}_{n-1}$ is the unique interpolation polynomial to $f$ from $\mathcal{P}_{n-1}$ on the interpolation points $x_{0}, \ldots, x_{n-1}$. By the induction hypothesis, $q_{n-1}$ has the representation

$$
q_{n-1}=\sum_{k=0}^{n-1}\left[x_{0}, \ldots, x_{k}\right](f) \cdot \omega_{k} .
$$

This in combination with (2.35) completes our proof already, since

$$
p=\left[x_{0}, \ldots, x_{n}\right](f) \cdot \omega_{n}+\sum_{k=0}^{n-1}\left[x_{0}, \ldots, x_{k}\right](f) \cdot \omega_{k}=\sum_{k=0}^{n}\left[x_{0}, \ldots, x_{k}\right](f) \cdot \omega_{k}
$$

We finally turn to the computation of the divided differences. To this end, we rely on the Aitken recursion in Lemma 2.9.

Theorem 2.14. For $X=\left\{x_{0}, \ldots, x_{n}\right\}$ and $f_{X} \in \mathbb{R}^{n+1}$ the recursion

$$
\begin{aligned}
{\left[x_{j}, \ldots, x_{k}\right](f) } & =\frac{\left[x_{j+1}, \ldots, x_{k}\right](f)-\left[x_{j}, \ldots, x_{k-1}\right](f)}{x_{k}-x_{j}} & & \text { for } 0 \leq j<k \leq n \\
{\left[x_{j}\right](f) } & =f\left(x_{j}\right) & & \text { for } 0 \leq j \leq n
\end{aligned}
$$

holds.
Proof. For $n \geq k \geq j \geq 0$, let $p_{j, k} \in \mathcal{P}_{k-j}$ be the unique interpolation polynomial to $f$ from $\mathcal{P}_{k-j}$ on the interpolation points $\left\{x_{j}, \ldots, x_{k}\right\}$. Moreover, for $k>j$, let $p_{j+1, k} \in \mathcal{P}_{k-j-1}$ be the unique interpolation polynomial to $f$ on $\left\{x_{j+1}, \ldots, x_{k}\right\}$ and $p_{j, k-1} \in \mathcal{P}_{k-j-1}$ be the unique interpolation polynomial to $f$ on $\left\{x_{j}, \ldots, x_{k-1}\right\}$.

Then, by the Aitken recursion in Lemma 2.9, we have the representation

$$
\begin{equation*}
p_{j, k}(x)=\frac{\left(x_{j}-x\right) p_{j+1, k}(x)-\left(x_{k}-x\right) p_{j, k-1}(x)}{x_{j}-x_{k}} \tag{2.36}
\end{equation*}
$$

If we compare the leading coefficients in (2.36), then we get

$$
\begin{aligned}
{\left[x_{j}, \ldots, x_{k}\right](f) } & =\frac{-\left[x_{j+1}, \ldots, x_{k}\right](f)+\left[x_{j}, \ldots, x_{k-1}\right](f)}{x_{j}-x_{k}} \\
& =\frac{\left[x_{j+1}, \ldots, x_{k}\right](f)-\left[x_{j}, \ldots, x_{k-1}\right](f)}{x_{k}-x_{j}}
\end{aligned}
$$

for $n \geq k>j \geq 0$. For $j=k$ we get $\left[x_{j}\right](f)=f\left(x_{j}\right)$, for $0 \leq j \leq n$.
Example 2.15. For $X=\left\{x_{0}, x_{1}\right\} \subset \mathbb{R}$ and $f_{X}=\left(f_{0}, f_{1}\right)^{T} \in \mathbb{R}^{2}$, the first order divided difference yields the difference quotient

$$
\left[x_{0}, x_{1}\right](f)=\frac{\left[x_{1}\right](f)-\left[x_{0}\right](f)}{x_{1}-x_{0}}=\frac{f_{1}-f_{0}}{x_{1}-x_{0}}
$$

If $f$ is differentiable at $x_{0}$, i.e., $f \in \mathscr{C}^{1}\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right)$, for $\varepsilon>0$, then we have

$$
\lim _{x_{1} \rightarrow x_{0}}\left[x_{0}, x_{1}\right](f)=f^{\prime}\left(x_{0}\right)
$$

Therefore, we allow coinciding interpolation points for $f \in \mathscr{C}^{1}$, where we let

$$
[x, x](f):=f^{\prime}(x) .
$$

By the recursion in Theorem 2.14 we can view the $n$-th divided difference $\left[x_{0}, \ldots, x_{n}\right](f)$ as a discretization of the $n$-th derivative of $f \in \mathscr{C}^{n}$. We will be more precise on this observation later in this section.

Table 2.1. Organization of divided differences, on input data $X=\left\{x_{0}, \ldots, x_{n}\right\}$ and $f_{X}=\left(f_{0}, \ldots, f_{n}\right)^{T} \in \mathbb{R}^{n+1}$, in a triangular scheme.

| $X$ | $f_{X}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :--- |
| $x_{0}$ | $f_{0}$ |  |  |  |  |
| $x_{1}$ | $f_{1}$ | $\left[x_{0}, x_{1}\right](f)$ |  |  |  |
| $x_{2}$ | $f_{2}$ | $\left[x_{1}, x_{2}\right](f)$ | $\left[x_{0}, x_{1}, x_{2}\right](f)$ |  |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ |  |
| $x_{n}$ | $f_{n}$ | $\left[x_{n-1}, x_{n}\right](f)$ | $\left[x_{n-2}, x_{n-1}, x_{n}\right](f)$ | $\cdots$ | $\left[x_{0}, \ldots, x_{n}\right](f)$ |

On given points $X=\left\{x_{0}, \ldots, x_{n}\right\}$ and values $f_{X}=\left(f_{0}, \ldots, f_{n}\right)^{T} \in \mathbb{R}^{n+1}$ we can evaluate all divided differences $\left[x_{j}, \ldots, x_{k}\right](f)$, for $0 \leq j \leq k \leq n$,
by using the efficient and stable recursion of Theorem 2.14. To this end, we organize the divided differences in a triangular scheme, as shown in Table 2.1.

The organization of the data in Table 2.1 reminds us of the triangular scheme of the Neville-Aitken algorithm, Algorithm 1. In fact, to compute the Newton coefficients $\left[x_{0}, \ldots, x_{k}\right](f)$ in (2.34), we can (similarly as in Algorithm 1) process the data in Table 2.1 by a memory-efficient algorithm operating only on the data vector $f_{X}=\left(f_{0}, \ldots, f_{n}\right)^{T}$, see Algorithm 2.

```
Algorithm 2 Computation of Newton coefficients \(\left[x_{0}, \ldots, x_{k}\right](f)\)
    function Divided Differences \(\left(X, f_{X}\right)\)
        input: interpolation points \(X=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\} ;\)
                function values \(f_{X}=\left(f_{0}, f_{1}, \ldots, f_{n}\right)^{T} \in \mathbb{R}^{n+1}\);
        for \(j=1, \ldots, n\) do
            for \(k=n, \ldots, j\) do
                let
                        \(f_{k}:=\frac{f_{k}-f_{k-1}}{x_{k}-x_{k-j}} ;\)
            end for
        end for
        output: \(\left(f_{0}, \ldots, f_{n}\right)=\left(\left[x_{0}\right](f),\left[x_{0}, x_{1}\right](f), \ldots,\left[x_{0}, \ldots, x_{n}\right](f)\right)^{T} \in \mathbb{R}^{n+1}\).
    end function
```

For further illustration, we make an example that is linked to Example 2.8.
Example 2.16. We consider interpolating the function $f(x)=\cos (x)$ on interpolation points $X_{3}=\{0, \pi, 3 \pi / 2,2 \pi\}$. By $f_{X_{3}}=(1,-1,0,1)$ we get the following divided differences in the triangular scheme of Table 2.1, for $n=3$.

| $X_{3}$ | $f_{X_{3}}$ |  |  |  |
| :---: | :---: | :---: | :---: | :--- |
| 0 | 1 |  |  |  |
| $\pi$ | -1 | $-\frac{2}{\pi}$ |  |  |
| $\frac{3}{2} \pi$ | 0 | $\frac{2}{\pi}$ | $\frac{8}{3 \pi^{2}}$ |  |
| $2 \pi$ | 1 | $\frac{2}{\pi}$ | 0 | $-\frac{4}{3 \pi^{3}}$ |

The Newton polynomials $\omega_{0}, \ldots, \omega_{3}$ for the point set $X_{3}$ are given by

$$
\omega_{0} \equiv 1, \quad \omega_{1}(x)=x, \quad \omega_{2}(x)=x(x-\pi), \quad \omega_{3}(x)=x(x-\pi)\left(x-\frac{3}{2} \pi\right)
$$

Therefore, the cubic polynomial

$$
\begin{equation*}
p_{3}(x)=1-\frac{2}{\pi} x+\frac{8}{3 \pi^{2}} x(x-\pi)-\frac{4}{3 \pi^{3}} x(x-\pi)\left(x-\frac{3}{2} \pi\right) \tag{2.37}
\end{equation*}
$$

is the unique interpolation polynomial in $\mathcal{P}_{3}$ satisfying $p_{X_{3}}=f_{X_{3}}$.
The leading coefficient of the interpolation polynomial $p_{3}$ in its Newton representation (2.37) coincides with that of its monomial representation (see Remark 2.11). The leading coefficient of $p_{3}$ with respect to its monomial representation can also be obtained by the sum of the coefficients of its Lagrange representation (see Example 2.8), i.e.,

$$
-\frac{1}{3 \pi^{3}}-\frac{2}{\pi^{3}}+\frac{1}{\pi^{3}}=-\frac{4}{3 \pi^{3}} .
$$

On the downside, the approximation quality of the cubic interpolation polynomial $p_{3}$ for $f$ on $X_{3}$ is rather bad, see Figure 2.5 (a), where we find $\left\|p_{3}-f\right\|_{\infty,[0,2 \pi]} \approx 1.1104$ for the approximation error. To improve on the approximation quality we add one interpolation point $x_{4}=\pi / 4$ and so we obtain $X_{4}=\{0, \pi, 3 \pi / 2,2 \pi, \pi / 4\}$ for the updated set of interpolation points and $f_{X_{4}}=(1,-1,0,1,1 / \sqrt{2})$ for the updated data vector of function values. To compute the interpolation polynomial $p_{4} \in \mathcal{P}_{4}$ we update the triangular scheme (see Table 2.1, for $n=4$ ) as follows.

| $X_{4}$ | $f_{X_{4}}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :--- |
| 0 | 1 |  |  |  |  |
| $\pi$ | -1 | $-\frac{2}{\pi}$ |  |  |  |
| $\frac{3}{2} \pi$ | 0 | $\frac{2}{\pi}$ | $\frac{8}{3 \pi^{2}}$ |  |  |
| $2 \pi$ | 1 | $\frac{2}{\pi}$ | 0 | $-\frac{4}{3 \pi^{3}}$ |  |
| $\frac{\pi}{4}$ | $\frac{1}{\sqrt{2}}$ | $-\frac{4(1-\sqrt{2})}{7 \sqrt{2} \pi}$ | $\frac{8(2+5 \sqrt{2})}{35 \sqrt{2} \pi^{2}}$ | $-\frac{32(2+5 \sqrt{2})}{105 \sqrt{2} \pi^{3}}$ | $-\frac{16(16+5 \sqrt{2})}{105 \sqrt{2} \pi^{4}}$ |

Therefore, the quartic (i.e., degree four) polynomial

$$
p_{4}(x)=p_{3}(x)-\frac{16(16+5 \sqrt{2})}{105 \sqrt{2} \pi^{4}} x(x-\pi)\left(x-\frac{3}{2} \pi\right)(x-2 \pi)
$$

is the unique interpolation polynomial in $\mathcal{P}_{4}$ satisfying $p_{X_{4}}=f_{X_{4}}$, where the approximation error $\left\|p_{4}-f\right\|_{\infty,[0,2 \pi]} \approx 0.0736$ of $p_{4} \in \mathcal{P}_{4}$ is much smaller than that of $p_{3} \in \mathcal{P}_{3}$, see Figure 2.5 (b).

Next, we develop a very useful representation for divided differences, termed the Hermite ${ }^{9}$-Genocchi ${ }^{10}$ formula, whereby divided differences can be viewed as mean values of derivatives of $f$ over a simplex spanned by the interpolation points. In the following formulation for the Hermite-Genocchi formula, we regard the $n$-dimensional standard simplex

$$
\begin{equation*}
\Delta_{n}=\left\{\left(\lambda_{1}, \ldots, \lambda_{n}\right)^{T} \in \mathbb{R}^{n} \mid \lambda_{k} \geq 0 \text { for } 1 \leq k \leq n \text { and } \sum_{k=1}^{n} \lambda_{k} \leq 1\right\} \tag{2.38}
\end{equation*}
$$
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(a) $p_{3}$ with approximation error $\left\|p_{3}-f\right\|_{\infty,[0,2 \pi]} \approx 1.1104$

(b) $p_{4}$ with approximation error $\left\|p_{4}-f\right\|_{\infty,[0,2 \pi]} \approx 0.0736$

Fig. 2.5. (a) The cubic polynomial $p_{3} \in \mathcal{P}_{3}$ interpolates the trigonometric function $f(x)=\cos (x)$ on $X_{3}=\{0, \pi, 3 \pi / 2,2 \pi\}$. (b) The quartic polynomial $p_{4} \in \mathcal{P}_{4}$ interpolates $f(x)=\cos (x)$ on $X_{4}=\{0, \pi, 3 \pi / 2,2 \pi, \pi / 4\}$ (see Example 2.16).

Theorem 2.17. For $f \in \mathscr{C}^{n}, n \geq 1$, the Hermite-Genocchi formula

$$
\left[x_{0}, \ldots, x_{n}\right](f)=\int_{\Delta_{n}} f^{(n)}\left(x_{0}+\sum_{k=1}^{n} \lambda_{k}\left(x_{k}-x_{0}\right)\right) \mathrm{d} \lambda
$$

holds, where $\Delta_{n}$ is the $n$-dimensional standard simplex (2.38) in $\mathbb{R}^{n}$.
Proof. We prove the Hermite-Genocchi formula by induction on $n$.
Initial step: For $n=1$, we have $\Delta_{1}=[0,1]$ and so

$$
\int_{\Delta_{1}} f^{\prime}\left(x_{0}+\lambda_{1}\left(x_{1}-x_{0}\right)\right) \mathrm{d} \lambda_{1}=\frac{1}{x_{1}-x_{0}}\left(f\left(x_{1}\right)-f\left(x_{0}\right)\right)=\left[x_{0}, x_{1}\right](f) .
$$

Induction hypothesis: Suppose the Hermite-Genocchi formula holds for $n \geq 1$.
Induction step $(n-1 \longrightarrow n)$ : For $\mathrm{d} \lambda=\mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{n-1}$ we have

$$
\begin{aligned}
& \int_{\Delta_{n}} f^{(n)}\left(x_{0}+\sum_{k=1}^{n} \lambda_{k}\left(x_{k}-x_{0}\right)\right) \mathrm{d} \lambda \mathrm{~d} \lambda_{n} \\
& =\int_{\Delta_{n-1}} \int_{0}^{1-\sum_{k=1}^{n-1} \lambda_{k}} f^{(n)}\left(x_{0}+\sum_{k=1}^{n-1} \lambda_{k}\left(x_{k}-x_{0}\right)+\lambda_{n}\left(x_{n}-x_{0}\right)\right) \mathrm{d} \lambda_{n} \mathrm{~d} \lambda \\
& =\frac{1}{x_{n}-x_{0}} \int_{\Delta_{n-1}}\left[\int_{x_{0}+\sum_{k=1}^{n-1} \lambda_{k}\left(x_{k}-x_{0}\right)}^{x_{n}+\sum_{k=1}^{n-1} \lambda_{k}\left(x_{k}-x_{n}\right)} f^{(n)}(z) \mathrm{d} z\right] \mathrm{d} \lambda \\
& =\frac{1}{x_{n}-x_{0}}\left[\int_{\Delta_{n-1}} f^{(n-1)}\left(x_{n}+\sum_{k=1}^{n-1} \lambda_{k}\left(x_{k}-x_{n}\right)\right) \mathrm{d} \lambda\right. \\
& \left.\quad-\int_{\Delta_{n-1}} f^{(n-1)}\left(x_{0}+\sum_{k=1}^{n-1} \lambda_{k}\left(x_{k}-x_{0}\right)\right) \mathrm{d} \lambda\right] \\
& =\frac{1}{x_{n}-x_{0}}\left(\left[x_{n}, x_{1}, \ldots, x_{n-1}\right](f)-\left[x_{0}, \ldots, x_{n-1}\right](f)\right) \\
& =\frac{1}{x_{n}-x_{0}}\left(\left[x_{1}, \ldots, x_{n}\right](f)-\left[x_{0}, \ldots, x_{n-1}\right](f)\right) \\
& =\left[x_{0}, \ldots, x_{n}\right](f) .
\end{aligned}
$$

Now we can state further properties of divided differences. The following results are direct consequences from the Hermite-Genocchi formula, Theorem 2.17, and the standard mean value theorem of integration.

Corollary 2.18. The divided differences satisfy the following properties.
(a) For $f \in \mathscr{C}^{n}, n \geq 0$, we have

$$
\left[x_{0}, \ldots, x_{n}\right](f)=\frac{f^{(n)}(\tau)}{n!} \quad \text { for some } \tau \in\left[x_{\min }, x_{\max }\right]
$$

where $x_{\text {min }}=\min _{0 \leq k \leq n} x_{k}$ and $x_{\max }=\max _{0 \leq k \leq n} x_{k}$.
For $x_{0}=\ldots=x_{n}$, we have

$$
\left[x_{0}, \ldots, x_{n}\right](f)=\frac{f^{(n)}\left(x_{0}\right)}{n!}
$$

(b) For $p \in \mathcal{P}_{n-1}$, we have $\left[x_{0}, \ldots, x_{n}\right](p)=0$ for $n \geq 1$.

The discretization of higher order derivatives by divided differences is consistent with the standard product rule of differentiation. We show this by proving the Leibniz ${ }^{11}$ rule.

Corollary 2.19. For arbitrary points $x_{0}, \ldots, x_{n}$ and $f, g \in \mathscr{C}^{n}, n \in \mathbb{N}_{0}$, the Leibniz formula

$$
\begin{equation*}
\left[x_{0}, \ldots, x_{n}\right](f \cdot g)=\sum_{j=0}^{n}\left[x_{0}, \ldots, x_{j}\right](f) \cdot\left[x_{j}, \ldots, x_{n}\right](g) \tag{2.39}
\end{equation*}
$$

holds.
Proof. Suppose that $X=\left\{x_{0}, \ldots, x_{n}\right\}$ is a set of pairwise distinct points. Moreover, let $p_{f} \in \mathcal{P}_{n}$ be the unique interpolation polynomial for $f$ on $X$ and $p_{g} \in \mathcal{P}_{n}$ be the unique interpolation polynomial for $g$ on $X$. Then, $p_{f}$ and $p_{g}$ have the representations

$$
p_{f}=\sum_{k=0}^{n}\left[x_{0}, \ldots, x_{k}\right](f) \omega_{k} \quad \text { and } \quad p_{g}=\sum_{j=0}^{n}\left[x_{j}, \ldots, x_{n}\right](g) \widetilde{\omega}_{j}
$$

with the Newton polynomials

$$
\omega_{k}(x)=\prod_{\ell=0}^{k-1}\left(x-x_{\ell}\right) \in \mathcal{P}_{k} \quad \text { and } \quad \widetilde{\omega}_{j}(x)=\prod_{m=j+1}^{n}\left(x-x_{m}\right) \in \mathcal{P}_{n-j}
$$

for $0 \leq k, j \leq n$, where we have used the independence of the divided differences on the order of the interpolation points in $X$ (cf. Proposition 2.12).

Now the product
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$$
\begin{equation*}
p:=p_{f} \cdot p_{g}=\sum_{k, j=0}^{n}\left[x_{0}, \ldots, x_{k}\right](f) \omega_{k} \cdot\left[x_{j}, \ldots, x_{n}\right](g) \widetilde{\omega}_{j} \tag{2.40}
\end{equation*}
$$

\]

interpolates the function $f \cdot g$ on $X$. For the Newton polynomials $\omega_{k}$ and $\widetilde{\omega}_{j}$ we have

$$
\omega_{k}\left(x_{i}\right) \cdot \widetilde{\omega}_{j}\left(x_{i}\right)=0 \quad \text { for all } 0 \leq i \leq n,
$$

for $k>j$, so that the polynomial $p$ in (2.40) has the representation

$$
p=\sum_{\substack{k, j=0 \\ k \leq j}}^{n}\left[x_{0}, \ldots, x_{k}\right](f) \cdot\left[x_{j}, \ldots, x_{n}\right](g) \omega_{k} \cdot \widetilde{\omega}_{j} .
$$

Since $\omega_{k} \cdot \widetilde{\omega}_{j} \in \mathcal{P}_{n+k-j}$, for all $0 \leq k, j \leq n$, we have $p \in \mathcal{P}_{n}$. Therefore, $p$ is the unique interpolation polynomial in $\mathcal{P}_{n}$ for $f \cdot g$ on $X$, and so we obtain the stated representation

$$
\begin{equation*}
\left[x_{0}, \ldots, x_{n}\right](f \cdot g)=\sum_{j=0}^{n}\left[x_{0}, \ldots, x_{j}\right](f) \cdot\left[x_{j}, \ldots, x_{n}\right](g) \tag{2.41}
\end{equation*}
$$

for the case of pairwise distinct points $x_{0}, \ldots, x_{n}$.
By the Hermite-Genocchi formula, Theorem 2.17, the representation

$$
\begin{equation*}
\left[x_{0}, \ldots, x_{m}\right](h)=\int_{\Delta_{m}} h^{(m)}\left(x_{0}+\sum_{k=1}^{m} \lambda_{k}\left(x_{k}-x_{0}\right)\right) \mathrm{d} \lambda \tag{2.42}
\end{equation*}
$$

holds for $h \in \mathscr{C}^{m}$. Therefore, the divided differences $\left[x_{0}, \ldots, x_{m}\right](h)$ are for $h \in \mathscr{C}^{m}$ continuous in $X$, since the integrand $h^{(m)}$ in (2.42) is continuous in $X$. Since $f \cdot g \in \mathscr{C}^{n}$, we can conclude that the representation (2.41) holds for arbitrary point sets $X=\left\{x_{0}, \ldots, x_{n}\right\}$.

Remark 2.20. For coincident points $x_{0}=\ldots=x_{n}$, the Leibniz formula (2.39), in combination with Corollary 2.18 (a), yields the identity

$$
\frac{(f \cdot g)^{(n)}\left(x_{0}\right)}{n!}=\sum_{j=0}^{n} \frac{f^{(j)}\left(x_{0}\right)}{j!} \cdot \frac{g^{(n-j)}\left(x_{0}\right)}{(n-j)!}
$$

and so

$$
\begin{aligned}
(f \cdot g)^{(n)}\left(x_{0}\right) & =\sum_{j=0}^{n} \frac{n!}{j!(n-j)!} f^{(j)}\left(x_{0}\right) g^{(n-j)}\left(x_{0}\right) \\
& =\sum_{j=0}^{n}\binom{n}{j} f^{(j)}\left(x_{0}\right) g^{(n-j)}\left(x_{0}\right),
\end{aligned}
$$

which is the standard product rule for higher derivatives.

From Corollary 2.18 (a) we see that divided differences are also welldefined for coincident interpolation points, provided that $f$ has sufficiently many derivatives. In particular, for the case of coincident interpolation points, all coefficients in the Newton representation (2.34) are in this case well-defined (cf. Example 2.15). Now we extend the problem of Lagrange interpolation, Problem 2.4, to the problem of Hermite interpolation. In the case of Hermite interpolation, the interpolation conditions contain not only point evaluations of $f$, but also derivative values of $f$. In this case, we require coincident interpolation points. To be more precise, we formulate the Hermite interpolation problem as follows.

Problem 2.21. Let $X=\left\{x_{0}, \ldots, x_{n}\right\}$ be a set of $n+1$ pairwise distinct interpolation points. Moreover, suppose we are given $N=\mu_{0}+\mu_{1}+\ldots+\mu_{n}$ Hermite data

$$
\begin{equation*}
f^{(\ell)}\left(x_{k}\right) \quad \text { for } 0 \leq \ell<\mu_{k} \text { and } 0 \leq k \leq n \tag{2.43}
\end{equation*}
$$

for $f \in \mathscr{C}^{m-1}$, where $m=\max _{k} \mu_{k}$ and $\mu_{k} \in \mathbb{N}$ for $0 \leq k \leq n$.
Then, the Hermite interpolation problem for (2.43) requires determining a polynomial $p \in \mathcal{P}_{N-1}$ satisfying the Hermite interpolation conditions

$$
\begin{equation*}
p^{(\ell)}\left(x_{k}\right)=f^{(\ell)}\left(x_{k}\right) \quad \text { for } 0 \leq \ell<\mu_{k} \text { and } 0 \leq k \leq n \tag{2.44}
\end{equation*}
$$

Note that Lagrange interpolation, Problem 2.4, is by $\mu_{k}=1,0 \leq k \leq n$, and $N=n+1$ a special case of Hermite interpolation. Further note that the Hermite data in (2.43) necessarily need to contain, for every interpolation point $x_{k} \in X$, all derivatives

$$
f\left(x_{k}\right), f^{\prime}\left(x_{k}\right), \ldots, f^{\left(\mu_{k}-1\right)}\left(x_{k}\right) \quad \text { for } k=0, \ldots, n
$$

In the following solution to Hermite interpolation, Problem 2.21, we first add interpolation points to $X$, such that the resulting point set $Y$ contains the interpolation points $x_{k}$ multiple times, namely according to its multiplicity $\mu_{k}$ of the Hermite data in (2.44). This leads us to the extended point set

$$
\begin{equation*}
Y=\{\underbrace{x_{0}, \ldots, x_{0}}_{\mu_{0} \text {-fold }}, \underbrace{x_{1}, \ldots, x_{1}}_{\mu_{1} \text {-fold }}, \ldots, \underbrace{x_{n}, \ldots, x_{n}}_{\mu_{n} \text {-fold }}\}=\left\{y_{0}, \ldots, y_{N-1}\right\} \tag{2.45}
\end{equation*}
$$

containing $N=\mu_{0}+\mu_{1}+\ldots+\mu_{n}$ interpolation points (including their multiplicities), where $x_{0}=y_{0}=\ldots=y_{\mu_{0}-1}$ and

$$
x_{k}=y_{\mu_{0}+\ldots+\mu_{k-1}}=\ldots=y_{\mu_{0}+\ldots+\mu_{k}-1} \quad \text { for } 1 \leq k \leq n .
$$

We can solve the Hermite interpolation problem, Problem 2.21, as follows.

Theorem 2.22. The problem of Hermite interpolation, Problem 2.21, has a unique solution $p \in \mathcal{P}_{N-1}$. For the extended set of interpolation points $Y=\left\{y_{0}, \ldots, y_{N-1}\right\}$ in (2.45) and the divided differences

$$
\left[y_{0}, \ldots, y_{k}\right](f) \quad \text { for } 0 \leq k<N
$$

the interpolation polynomial $p$ has the Newton representation

$$
\begin{equation*}
p(x)=\sum_{k=0}^{N-1}\left[y_{0}, \ldots, y_{k}\right](f) \omega_{k}(x) \tag{2.46}
\end{equation*}
$$

Proof. The linear mapping $L: \mathcal{P}_{N-1} \longrightarrow \mathbb{R}^{N}$, defined as

$$
p \longmapsto L(p)=\left(p\left(x_{0}\right), \ldots, p^{\left(\mu_{0}-1\right)}\left(x_{0}\right), \ldots, p\left(x_{n}\right), \ldots, p^{\left(\mu_{n}-1\right)}\left(x_{n}\right)\right)^{T} \in \mathbb{R}^{N}
$$

is injective, due to the fundamental theorem of algebra. Further, due to the dimension formula of linear algebra, $L$ is also surjective, and so $L$ is bijective.

The Newton representation (2.46) for $p$ follows directly from our solution (2.34) to Lagrange interpolation, Problem 2.4, which holds in particular for the case of coincident interpolation points (with using our results on divided differences for coincident interpolation points).

Again, we can organize the divided differences of the Newton representation (2.46) in a triangular scheme (as in Table 2.1). Moreover, we can use the recursion of Algorithm 2 to compute the scheme's entries, where for the case of coincident interpolation points $y_{k}=y_{k-j}$ (see line 6 in Algorithm 2) we insert the corresponding derivative value $f^{(j)}\left(y_{k}\right) / j$ !.

For further illustration, we finally discuss the following example.
Example 2.23. We consider interpolating the sinc function $f(x)=\sin (x) / x$. We have

$$
f^{\prime}(x)=\frac{x \cos (x)-\sin (x)}{x^{2}} \quad \text { and } \quad f^{\prime \prime}(x)=\frac{2 \sin (x)-2 x \cos (x)-x^{2} \sin (x)}{x^{3}} .
$$

For the interpolation of $f$, we work with the Hermite data

$$
f(0)=1, f^{\prime}(0)=0, f(\pi)=0, f^{\prime}(\pi)=-\frac{1}{\pi}, f^{\prime \prime}(\pi)=\frac{2}{\pi^{2}}, f(2 \pi)=0
$$

This gives the extended set of interpolation points $Y=\{0,0, \pi, \pi, \pi, 2 \pi\}$.
We display the divided differences of the Newton representation (2.46) in a triangular scheme (as in Table 2.1 for $n=5$ ) as follows, where we mark the inserted derivative values $f^{(j)}\left(y_{k}\right) / j$ ! by a box, respectively.

$$
\begin{array}{c|cccccc}
Y & f_{Y} & & & & \\
\hline 0 & 1 & & & & & \\
0 & 1 & 0 & & & & \\
\pi & 0 & -\frac{1}{\pi} & -\frac{1}{\pi^{2}} & & & \\
\pi & 0 & -\frac{1}{\pi} & 0 & \frac{1}{\pi^{3}} & & \\
\pi & 0 & -\frac{1}{\pi} & \frac{1}{\pi^{2}} & \frac{1}{\pi^{3}} & 0 & \\
2 \pi & 0 & 0 & \frac{1}{\pi^{2}} & 0 & -\frac{1}{2 \pi^{4}} & -\frac{1}{4 \pi^{5}}
\end{array}
$$

Given the above divided differences, we see that the polynomial

$$
p_{5}(x)=1-\frac{1}{\pi^{2}} x^{2}+\frac{1}{\pi^{3}} x^{2}(x-\pi)-\frac{1}{4 \pi^{5}} x^{2}(x-\pi)^{3} \in \mathcal{P}_{5}
$$

is the unique solution to the posed Hermite interpolation problem.

### 2.5 Error Estimates and Optimal Interpolation Points

In this section, we develop error estimates, i.e., upper bounds on the difference

$$
\begin{equation*}
f(x)-p(x) \quad \text { for } x \in[a, b] \tag{2.47}
\end{equation*}
$$

between $f$ and the interpolation polynomial $p$. In the following discussion, we regard the problem of Lagrange interpolation, Problem 2.4, as a special case of Hermite interpolation, Problem 2.21. To unify the notations of Problems 2.4 and 2.21 we denote by $Y=\left\{y_{0}, \ldots, y_{N-1}\right\} \subset[a, b]$ the extended set of interpolation points, where for the case of Hermite interpolation we allow coincident interpolation points, according to Problem 2.21 and as in (2.45). We denote the unique solution to the Hermite interpolation problem by $p_{N-1}$. In particular, the Newton representation (2.46) holds for $p_{N-1} \in \mathcal{P}_{N-1}$.

We can represent the error in (2.47) as follows.
Theorem 2.24. Let $p_{N-1} \in \mathcal{P}_{N-1}$ be the solution to the Hermite interpolation problem, Problem 2.21. Then we have the pointwise error representation

$$
\begin{equation*}
f(x)-p_{N-1}(x)=\left[y_{0}, \ldots, y_{N-1}, x\right](f) \prod_{k=0}^{N-1}\left(x-y_{k}\right) \quad \text { for } x \in \mathbb{R} \tag{2.48}
\end{equation*}
$$

Proof. The error representation in (2.48) is obviously fulfilled for any $x \in Y$. Indeed, in this case, we have $f(x)=p_{N-1}(x)$, and, moreover, the Newtonian knot polynomial

$$
\begin{equation*}
\omega_{Y}(x):=\prod_{k=0}^{N-1}\left(x-y_{k}\right) \tag{2.49}
\end{equation*}
$$

vanishes at every interpolation point from $Y$.
Now for $x \in \mathbb{R} \backslash Y$, we extend $Y$ by the interpolation point $x$. Moreover, we let $p_{N} \in \mathcal{P}_{N}$ denote the unique polynomial in $\mathcal{P}_{N}$ which satisfies the Hermite conditions (2.44) and the additional interpolation condition $p_{N}(x)=f(x)$. In this case, we have the representation

$$
p_{N}(x)=p_{N-1}(x)+\left[y_{0}, \ldots, y_{N-1}, x\right](f) \prod_{k=0}^{N-1}\left(x-y_{k}\right)
$$

and so

$$
\begin{aligned}
f(x)-p_{N-1}(x) & =f(x)-\left(p_{N}(x)-\left[y_{0}, \ldots, y_{N-1}, x\right](f) \prod_{k=0}^{N-1}\left(x-y_{k}\right)\right) \\
& =\left[y_{0}, \ldots, y_{N-1}, x\right](f) \prod_{k=0}^{N-1}\left(x-y_{k}\right) .
\end{aligned}
$$

Theorem 2.24 immediately yields the following upper bound for the interpolation error $f-p$ in (2.47) on the interval $[a, b]$, where we combine the representation in (2.48) with the result of Corollary 2.18 (a).

Corollary 2.25. Let $p \in \mathcal{P}_{N-1}$ denote the unique solution to the Hermite interpolation problem, Problem 2.21. Then we have for $f \in \mathscr{C}^{N}$ the pointwise error estimate

$$
\begin{equation*}
|f(x)-p(x)| \leq \frac{1}{N!} \max _{\xi \in[a, b]}\left|f^{(N)}(\xi)\right| \cdot\left|\prod_{k=0}^{N-1}\left(x-y_{k}\right)\right| \tag{2.50}
\end{equation*}
$$

in $x \in[a, b]$.
As a direct consequence of Corollary 2.25, the uniform error estimate

$$
\begin{equation*}
\|f-p\|_{\infty} \leq \frac{\left\|f^{(N)}\right\|_{\infty}}{N!} \cdot\left\|\omega_{Y}\right\|_{\infty} \quad \text { for } f \in \mathscr{C}^{N}[a, b] \tag{2.51}
\end{equation*}
$$

follows from the pointwise error estimate in (2.50) for any compact interval $[a, b] \subset \mathbb{R}$ containing the set of interpolation points $Y$, i.e., $Y \subset[a, b]$.

To reduce the interpolation error in (2.51), we wish to minimize the maximum norm $\left\|\omega_{Y}\right\|_{\infty}$ of the knot polynomial $\omega_{Y}$ under variation of the interpolation points in $Y \subset[a, b]$. Without loss of generality, we restrict ourselves to the interval $[a, b]=[-1,1]$. This immediately leads us to the nonlinear optimization problem

$$
\begin{equation*}
\left\|\omega_{X}\right\|_{\infty,[-1,1]} \longrightarrow \min _{\substack{X \subset[-1,1] \\|X|=n+1}}! \tag{2.52}
\end{equation*}
$$

As we show in this section, the minimization problem in (2.52) has a unique solution $X^{*} \subset[-1,1]$ consisting of $n+1$ pairwise distinct interpolation points. This explains our chosen notation $X=Y$ and $n=N-1$, which is in accordance with the Lagrange interpolation problem, Problem 2.4. We formulate the minimization problem in (2.52) more precisely as follows.

Problem 2.26. Determine for $n \in \mathbb{N}_{0}$ a set $X^{*}=\left\{x_{0}^{*}, \ldots, x_{n}^{*}\right\} \subset[-1,1]$ of $n+1$ interpolation points, which minimizes the maximum norm of the corresponding knot polynomial $\omega_{X^{*}}$ on $[-1,1]$, so that the upper bound

$$
\begin{equation*}
\left\|\omega_{X^{*}}\right\|_{\infty,[-1,1]} \leq\left\|\omega_{X}\right\|_{\infty,[-1,1]} \tag{2.53}
\end{equation*}
$$

holds for all point sets $X=\left\{x_{0}, \ldots, x_{n}\right\} \subset[-1,1]$ of size $|X|=n+1$.
For the solution of the minimization problem, Problem 2.26, we work with the Chebyshev polynomials

$$
\begin{equation*}
T_{n}(x)=\cos (n \arccos (x)) \quad \text { for } n \in \mathbb{N}_{0} \tag{2.54}
\end{equation*}
$$

where in the subsequent discussion we rely on their following properties.
Theorem 2.27. The Chebyshev polynomials are generated by the recursion

$$
\begin{equation*}
T_{n+1}(x)=2 x T_{n}(x)-T_{n-1}(x) \quad \text { for } n \in \mathbb{N} \tag{2.55}
\end{equation*}
$$

with the initial values $T_{0} \equiv 1$ and $T_{1}(x)=x$.
Proof. The initial values $T_{0} \equiv 1$ and $T_{1}(x)=x$ are obviously consistent with Definition (2.54). For $\phi=\arccos (x)$, we find the representation

$$
\cos ((n+1) \phi)=2 \cos (\phi) \cos (n \phi)-\cos ((n-1) \phi)
$$

from standard trigonometric identities, which implies the recursion (2.55).
Corollary 2.28. For $n \in \mathbb{N}_{0}$, the Chebyshev polynomial $T_{n+1}$ is an algebraic polynomial of degree $n+1$ with leading coefficient $2^{n}$, so that an identity of the form

$$
\begin{equation*}
T_{n+1}(x)=2^{n} x^{n+1}+q_{n}(x) \tag{2.56}
\end{equation*}
$$

holds for some $q_{n} \in \mathcal{P}_{n}$.
Proof. We prove the identity (2.56) by induction on $n \in \mathbb{N}_{0}$. For $n=0$, the statement is trivial. Under the induction hypothesis for $n \in \mathbb{N}_{0}$, the statement in (2.56) follows, for $n+1$, directly from the recursion in (2.55).

Corollary 2.29. The $n+1$ zeros of the Chebyshev polynomial $T_{n+1} \in \mathcal{P}_{n+1}$ are, for $n \in \mathbb{N}_{0}$, given by the Chebyshev knots

$$
\begin{equation*}
x_{k}^{*}=\cos \left(\frac{2 k+1}{2 n+2} \pi\right) \in[-1,1] \quad \text { for } 0 \leq k \leq n . \tag{2.57}
\end{equation*}
$$

Moreover, all extrema of $T_{n+1}$ on $[-1,1]$ are attained at the $n+2$ points

$$
\begin{equation*}
y_{k}=\cos \left(\frac{k}{n+1} \pi\right) \in[-1,1] \quad \text { for } 0 \leq k \leq n+1 \tag{2.58}
\end{equation*}
$$

Proof. For $0 \leq k \leq n$, we have

$$
\begin{aligned}
T_{n+1}\left(x_{k}^{*}\right) & =\cos \left((n+1) \arccos \left(x_{k}^{*}\right)\right) \\
& =\cos \left((n+1) \frac{2 k+1}{2(n+1)} \pi\right)=\cos \left((2 k+1) \frac{\pi}{2}\right)=0 .
\end{aligned}
$$

The $n+1$ Chebyshev knots $x_{k}^{*}$ in (2.57) are obviously pairwise distinct. Therefore, the Chebyshev polynomial $T_{n+1} \in \mathcal{P}_{n+1} \backslash\{0\}$ has no further zeros. As regards the extrema of $T_{n+1}$, we have $\left\|T_{n+1}\right\|_{\infty,[-1,1]} \leq 1$ and, moreover,

$$
T_{n+1}\left(y_{k}\right)=\cos \left((n+1) \arccos \left(\cos \left(\frac{k}{n+1} \pi\right)\right)\right)=\cos (k \pi)=(-1)^{k}
$$

so that all $n+2$ points in $Y=\left\{y_{0}, \ldots, y_{n+1}\right\} \subset[-1,1]$ are extremal points for $T_{n+1}$ on $[-1,1]$. Since $T_{n+1}$ is a polynomial of degree $n+1$, its derivative $T_{n+1}^{\prime}$ has at most $n$ zeros. Therefore, $T_{n+1}$ has at most $n$ extrema in the open interval $(-1,1)$ and at most $n+2$ extrema in the closed interval $[-1,1]$. But this implies that $Y$ already contains all zeros of $T_{n+1}$ on $[-1,1]$.

Table 2.2. Monomial form of the Chebyshev polynomials $T_{n} \in \mathcal{P}_{n}, n=1, \ldots, 12$.

$$
\begin{aligned}
& T_{1}(x)=x \\
& T_{2}(x)=2 x^{2}-1 \\
& T_{3}(x)=4 x^{3}-3 x \\
& T_{4}(x)=8 x^{4}-8 x^{2}+1 \\
& T_{5}(x)=16 x^{5}-20 x^{3}+5 x \\
& T_{6}(x)=32 x^{6}-48 x^{4}+18 x^{2}-1 \\
& T_{7}(x)=64 x^{7}-112 x^{5}+56 x^{3}-7 x \\
& T_{8}(x)=128 x^{8}-256 x^{6}+160 x^{4}-32 x^{2}+1 \\
& T_{9}(x)=256 x^{9}-576 x^{7}+432 x^{5}-120 x^{3}+9 x \\
& T_{10}(x)=512 x^{10}-1280 x^{8}+1120 x^{6}-400 x^{4}+50 x^{2}-1 \\
& T_{11}(x)=1024 x^{11}-2816 x^{9}+2816 x^{7}-1232 x^{5}+220 x^{3}-11 x \\
& T_{12}(x)=2048 x^{12}-6144 x^{10}+6912 x^{8}-3584 x^{6}+840 x^{4}-72 x^{2}+1
\end{aligned}
$$














Fig. 2.6. Chebyshev polynomials $T_{n} \in \mathcal{P}_{n}$ and their $n$ knots, for $n=1, \ldots, 12$.

Figure 2.6 shows the graphs of the Chebyshev polynomials $T_{n} \in \mathcal{P}_{n}$, for $n=1, \ldots, 12$, along with their Chebyshev knots (2.57). Moreover, the monomial representations of $T_{n}$, for $n=1, \ldots, 12$, are in Table 2.2.

Corollary 2.30. For $n \in \mathbb{N}_{0}$, let $X^{*}=\left\{x_{0}^{*}, \ldots, x_{n}^{*}\right\} \subset[-1,1]$ denote the set of Chebyshev knots in (2.57). Then the corresponding knot polynomial $\omega_{X^{*}}$ has the representation

$$
\begin{equation*}
\omega_{X^{*}}=2^{-n} T_{n+1} \tag{2.59}
\end{equation*}
$$

Proof. The knot polynomial $\omega_{X}$ in (2.49) has for any point set $X$ leading coefficient one, in particular for the set $X^{*}$ of Chebyshev knots. By the representation in (2.56), the polynomial $2^{-n} T_{n+1} \in \mathcal{P}_{n+1}$ has also leading coefficient one. Therefore, the difference

$$
q_{n}=\omega_{X^{*}}-2^{-n} T_{n+1}
$$

is an algebraic polynomial of degree at most $n$, i.e., $q_{n} \in \mathcal{P}_{n}$. Since $q_{n}\left(x^{*}\right)=0$, for $x^{*} \in X^{*}$, the polynomial $q_{n}$ has at least $n+1$ zeros, and so $q_{n} \equiv 0$.

Now we can solve the minimization problem in (2.52), Problem 2.26.
Theorem 2.31. For $n \in \mathbb{N}_{0}$ the Chebyshev knots $X^{*}=\left\{x_{0}^{*}, \ldots, x_{n}^{*}\right\}$,

$$
x_{k}^{*}=\cos \left(\frac{2 k+1}{2 n+2} \pi\right) \in[-1,1] \quad \text { for } 0 \leq k \leq n
$$

are the unique solution of the minimization problem (2.52).
Proof. By Corollary 2.30 the knot polynomial $\omega_{X^{*}}=2^{-n} T_{n+1} \in \mathcal{P}_{n+1}$ is a multiple of $T_{n+1}$. Moreover, due to Corollary 2.29 all extrema of $\omega_{X^{*}}$ on $[-1,1]$ are attained at the $n+2$ points $Y=\left\{y_{0}, \ldots, y_{n+1}\right\}$ in (2.58), where we have $\left\|\omega_{X^{*}}\right\|_{\infty,[-1,1]}=2^{-n}$ and

$$
\omega_{X^{*}}\left(y_{k}\right)=2^{-n}(-1)^{k} \quad \text { for } 0 \leq k \leq n+1
$$

Now assume that for a point set $X=\left\{x_{0}, \ldots, x_{n}\right\} \subset[-1,1]$ its knot polynomial $\omega_{X} \in \mathcal{P}_{n+1}$ satisfies

$$
\begin{equation*}
\left\|\omega_{X}\right\|_{\infty,[-1,1]}<\left\|\omega_{X^{*}}\right\|_{\infty,[-1,1]}=2^{-n} . \tag{2.60}
\end{equation*}
$$

Then we have $\omega_{X}\left(y_{k}\right)<\omega_{X^{*}}\left(y_{k}\right)$, for all even indices $k \in\{0, \ldots, n\}$ and $\omega_{X}\left(y_{k}\right)>\omega_{X^{*}}\left(y_{k}\right)$, for all odd indices $k \in\{1, \ldots, n\}$. Therefore, the difference

$$
\omega=\omega_{X^{*}}-\omega_{X}
$$

has in any of the $n+1$ intervals $\left(y_{1}, y_{0}\right),\left(y_{2}, y_{1}\right), \ldots,\left(y_{n+1}, y_{n}\right)$ at least one sign change, i.e., $\omega$ has at least $n+1$ zeros. Since the knot polynomials $\omega_{X}, \omega_{X^{*}} \in \mathcal{P}_{n+1}$ have leading coefficient one, respectively, we see that their
difference $\omega=\omega_{X^{*}}-\omega_{X} \in \mathcal{P}_{n}$ is a polynomial of degree at most $n$. But this implies $\omega \equiv 0$, i.e.,

$$
\omega_{X} \equiv \omega_{X^{*}} \in \mathcal{P}_{n+1}
$$

in contradiction to (2.60). We can finally conclude that the Chebyshev knots $X^{*}=\left\{x_{0}^{*}, \ldots, x_{n}^{*}\right\} \subset[-1,1]$ are the unique solution to the minimization problem in (2.52), Problem 2.26.

### 2.6 Interpolation by Trigonometric Polynomials

In this section, we consider the interpolation of periodic functions.
Definition 2.32. A function $f: \mathbb{R} \longrightarrow \mathbb{R}$ is said to be periodic, if

$$
\begin{equation*}
f(x)=f(x+T) \quad \text { for all } x \in \mathbb{R} \tag{2.61}
\end{equation*}
$$

for some $T>0$. In this case, $f$ is called a $T$-periodic function. A minimal $T>0$ satisfying (2.61) is called the period of $f$.

By (2.61) any $T$-periodic function $f$ is uniquely determined by its function values on the interval $[0, T)$. In the following discussion, we restrict ourselves to $2 \pi$-periodic functions. This is without loss of generality since any $T$-periodic function $f$ can be transformed into a $2 \pi$-periodic function by scaling its argument with a scaling factor $T /(2 \pi)$, i.e., the function $g: \mathbb{R} \longrightarrow \mathbb{R}$, given as

$$
g(x)=f\left(\frac{T}{2 \pi} \cdot x\right) \quad \text { for all } x \in \mathbb{R}
$$

is $2 \pi$-periodic, if and only if $f$ has period $T$. We collect all continuous and $2 \pi$-periodic functions in the linear space

$$
\mathscr{C}_{2 \pi}=\{f \in \mathscr{C}(\mathbb{R}) \mid f(x)=f(x+2 \pi) \text { for all } x \in \mathbb{R}\}
$$

Now let us turn to the interpolation of periodic functions from $\mathscr{C}_{2 \pi}$. To this end, we first fix a linear space of interpolants, where it makes sense to choose a finite-dimensional subspace of $\mathscr{C}_{2 \pi}$. Obvious examples for functions from $\mathscr{C}_{2 \pi}$ are the trigonometric polynomials $\cos (j x)$, for $j \in \mathbb{N}_{0}$, and $\sin (j x)$, for $j \in \mathbb{N}$. In fact, trigonometric polynomials are suitable choices for the construction of interpolation spaces contained in $\mathscr{C}_{2 \pi}$. To be more precise on this, we give the following definition.

Definition 2.33. For $n \in \mathbb{N}_{0}$, we denote by

$$
\begin{equation*}
\mathcal{T}_{n}^{\mathbb{R}}=\operatorname{span}_{\mathbb{R}}\{1, \cos (j \cdot), \sin (j \cdot) \mid 1 \leq j \leq n\} \subset \mathscr{C}_{2 \pi} \tag{2.62}
\end{equation*}
$$

the linear space of real trigonometric polynomials of degree at most $n$.

Clearly, $\mathcal{T}_{n}^{\mathbb{R}}$ is a finite-dimensional linear space, and, moreover, any realvalued trigonometric polynomial $T \in \mathcal{T}_{n}^{\mathbb{R}}$ can be represented as a linear combination

$$
\begin{equation*}
T(x)=\frac{a_{0}}{2}+\sum_{k=1}^{n}\left[a_{k} \cos (k x)+b_{k} \sin (k x)\right] \tag{2.63}
\end{equation*}
$$

with coefficients $a_{0}, \ldots, a_{n}, b_{1}, \ldots, b_{n} \in \mathbb{R}$, the Fourier ${ }^{12}$ coefficients of $T$. We will provide supporting arguments in favour of the chosen form in (2.63) for the interpolating functions, i.e., as a linear combination of the $2 n+1$ (basis) functions in (2.63).

In the following formulation of the interpolation problem we can, due to the $2 \pi$-periodicity of the target function $f \in \mathscr{C}_{2 \pi}$, restrict ourselves without loss of generality to interpolation points from the interval $[0,2 \pi)$.

Problem 2.34. Compute from a given set $X=\left\{x_{0}, x_{1}, \ldots, x_{2 n}\right\} \subset[0,2 \pi)$ of $2 n+1$ pairwise distinct interpolation points and corresponding function values $f_{X}=\left(f_{0}, f_{1}, \ldots, f_{2 n}\right)^{T} \in \mathbb{R}^{2 n+1}$ a real trigonometric polynomial $T \in \mathcal{T}_{n}^{\mathbb{R}}$ satisfying $T_{X}=f_{X}$, i.e.,

$$
\begin{equation*}
T\left(x_{j}\right)=f_{j} \quad \text { for all } 0 \leq j \leq 2 n \tag{2.64}
\end{equation*}
$$

For the solution to Problem 2.34, our following investigations concerning interpolation of complex-valued functions will be very useful. To this end, we distinguish between real (i.e., real-valued) trigonometric polynomials, as for $\mathcal{T}_{n}^{\mathbb{R}}$ in (2.62), and complex (i.e., complex-valued) trigonometric polynomials. In the following, the symbol i denotes as usual the imaginary unit.

Definition 2.35. For $N \in \mathbb{N}_{0}$, the linear space of all complex trigonometric polynomials of degree at most $N$ is given as

$$
\begin{equation*}
\mathcal{T}_{N}^{\mathbb{C}}=\operatorname{span}_{\mathbb{C}}\{\exp (\mathrm{i} j \cdot) \mid 0 \leq j \leq N\} \tag{2.65}
\end{equation*}
$$

Theorem 2.36. For $N \in \mathbb{N}_{0}$, the linear space $\mathcal{T}_{N}^{\mathbb{C}}$ has dimension $N+1$.
Proof. A complex-valued trigonometric polynomial $p \in \mathcal{T}_{N}^{\mathbb{C}}$ can be written as a linear combination of the form

$$
\begin{equation*}
p(x)=\sum_{k=0}^{N} c_{k} \mathrm{e}^{\mathrm{i} k x} \tag{2.66}
\end{equation*}
$$

with complex coefficients $c_{0}, \ldots, c_{N} \in \mathbb{C}$.
$\overline{12}$ Jean Baptiste Joseph Fourier (1768-1830), French mathematician, physicist

We can show the linear independence of the generating function system $\left\{\mathrm{e}^{\mathrm{i} k \cdot} \mid 0 \leq k \leq N\right\}$ by a simple argument: For $p \equiv 0$ we have

$$
0=\int_{0}^{2 \pi} \mathrm{e}^{-\mathrm{i} m x} \sum_{k=0}^{N} c_{k} \mathrm{e}^{\mathrm{i} k x} \mathrm{~d} x=\sum_{k=0}^{N} c_{k} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i}(k-m) x} \mathrm{~d} x=2 \pi c_{m}
$$

for $m=0, \ldots, N$, whereby $c_{0}=\ldots=c_{N}=0$.
By the Euler ${ }^{13}$ fomula

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} x}=\cos (x)+\mathrm{i} \sin (x) \tag{2.67}
\end{equation*}
$$

we can represent any real trigonometric polynomial $T \in \mathcal{T}_{n}^{\mathbb{R}}$ in (2.63) as a complex trigonometric polynomial $p \in \mathcal{T}_{N}^{\mathbb{C}}$ of the form (2.66). Indeed, by using the Euler formula (2.67) we find the standard trigonometric identities

$$
\begin{equation*}
\cos (x)=\frac{1}{2}\left(\mathrm{e}^{\mathrm{i} x}+\mathrm{e}^{-\mathrm{i} x}\right) \quad \text { and } \quad \sin (x)=\frac{1}{2 \mathrm{i}}\left(\mathrm{e}^{\mathrm{i} x}-\mathrm{e}^{-\mathrm{i} x}\right) \tag{2.68}
\end{equation*}
$$

and so we obtain for any $T \in \mathcal{T}_{n}^{\mathbb{R}}$ the representation

$$
\begin{aligned}
T(x) & =\frac{a_{0}}{2}+\sum_{k=1}^{n}\left[a_{k} \cos (k x)+b_{k} \sin (k x)\right] \\
& =\frac{a_{0}}{2}+\sum_{k=1}^{n}\left[\frac{a_{k}}{2}\left(\mathrm{e}^{\mathrm{i} k x}+\mathrm{e}^{-\mathrm{i} k x}\right)+\frac{b_{k}}{2 \mathrm{i}}\left(\mathrm{e}^{\mathrm{i} k x}-\mathrm{e}^{-\mathrm{i} k x}\right)\right] \\
& =\frac{a_{0}}{2}+\sum_{k=1}^{n}\left[\frac{a_{k}-\mathrm{i} b_{k}}{2} \mathrm{e}^{\mathrm{i} k x}+\frac{a_{k}+\mathrm{i} b_{k}}{2} \mathrm{e}^{-\mathrm{i} k x}\right] \\
& =\sum_{k=-n}^{n} c_{k} \mathrm{e}^{\mathrm{i} k x}=\mathrm{e}^{-\mathrm{i} n x} \sum_{k=0}^{2 n} c_{k-n} \mathrm{e}^{\mathrm{i} k x}
\end{aligned}
$$

with the complex Fourier coefficients

$$
\begin{equation*}
c_{0}=\frac{1}{2} a_{0}, c_{k}=\frac{1}{2}\left(a_{k}-\mathrm{i} b_{k}\right), c_{-k}=\frac{1}{2}\left(a_{k}+\mathrm{i} b_{k}\right) \quad \text { for } k=1, \ldots, n . \tag{2.69}
\end{equation*}
$$

Let us now draw an intermediate conclusion.
Proposition 2.37. Any real trigonometric polynomial $T \in \mathcal{T}_{n}^{\mathbb{R}}$ in (2.63) can be represented as a product

$$
T(x)=\mathrm{e}^{-\mathrm{i} n x} p(x)
$$

where $p \in \mathcal{T}_{N}^{\mathbb{C}}$ is a complex trigonometric polynomial of the form (2.66), for $N=2 n$. Moreover, the Fourier coefficients of $p$ are uniquely determined by

$$
\begin{equation*}
c_{n-k}=\frac{1}{2}\left(a_{k}+\mathrm{i} b_{k}\right), c_{n}=\frac{a_{0}}{2}, c_{n+k}=\frac{1}{2}\left(a_{k}-\mathrm{i} b_{k}\right) \quad \text { for } k=1, \ldots, n, \tag{2.70}
\end{equation*}
$$

where we have applied a periodification to the coefficients $c_{k}$ in (2.69).
$\overline{{ }^{13} \text { LEONHARD EULER (1707-1783), Swiss mathematician, physicist, and astronomer }}$

Note that the mapping (2.70) between the real Fourier coefficients $a_{k}, b_{k}$ of $T$ and the complex Fourier coefficients $c_{k}$ of $p$ is linear,

$$
\left(a_{0}, \ldots, a_{n}, b_{1}, \ldots, b_{n}\right)^{T} \in \mathbb{C}^{2 n+1} \longmapsto\left(c_{0}, \ldots, c_{2 n}\right) \in \mathbb{C}^{2 n+1}
$$

Moreover, this linear mapping is bijective, where its inverse is described as

$$
\begin{equation*}
a_{0}=2 c_{0}, a_{k}=c_{n+k}+c_{n-k}, b_{k}=\mathrm{i}\left(c_{n+k}-c_{n-k}\right) \quad \text { for } k=1, \ldots, n \tag{2.71}
\end{equation*}
$$

The Fourier coefficients $a_{0}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ are real, if and only if

$$
c_{n+k}=\overline{c_{n-k}} \quad \text { for all } k=0, \ldots, n
$$

By the bijectivity of the linear mappings in (2.70) and (2.71) between the complex and the real Fourier coefficients, we can determine the dimension of $\mathcal{T}_{n}^{\mathbb{R}}$. The following result is a direct consequence of Theorem 2.36.

Corollary 2.38. For $n \in \mathbb{N}_{0}$, the linear space $\mathcal{T}_{n}^{\mathbb{R}}$ has dimension $2 n+1$.
Now let us return to the interpolation problem, Problem 2.34. For the case of complex trigonometric polynomials, we can solve Problem 2.34 as follows.

Theorem 2.39. Let $X=\left\{x_{0}, \ldots, x_{N}\right\} \subset[0,2 \pi)$ be a set of $N+1$ pairwise distinct interpolation points and $f_{X}=\left(f_{0}, \ldots, f_{N}\right)^{T} \in \mathbb{C}^{N+1}$ be a data vector of complex function values, for $N \in \mathbb{N}_{0}$. Then there is a unique complex trigonometric polynomial $p \in \mathcal{T}_{N}^{\mathbb{C}}$ satisfying $p_{X}=f_{X}$, i.e.,

$$
\begin{equation*}
p\left(x_{k}\right)=f_{k} \quad \text { for all } 0 \leq k \leq N \tag{2.72}
\end{equation*}
$$

Proof. We regard the linear mapping $L: \mathcal{T}_{N}^{\mathbb{C}} \longrightarrow \mathbb{C}^{N+1}$, defined as

$$
p \in \mathcal{T}_{N}^{\mathbb{C}} \longmapsto p_{X}=\left(p\left(x_{0}\right), \ldots, p\left(x_{N}\right)\right)^{T} \in \mathbb{C}^{N+1},
$$

which assigns every complex trigonometric polynomial $p \in \mathcal{T}_{N}^{\mathbb{C}}$ in (2.66) to the data vector $p_{X} \in \mathbb{C}^{N+1}$.

By letting $z_{k}=\mathrm{e}^{\mathrm{i} x_{k}} \in \mathbb{C}$, for $0 \leq k \leq N$, we obtain $N+1$ pairwise distinct interpolation points on the boundary of the unit circle, where we have

$$
p\left(x_{k}\right)=\sum_{j=0}^{N} c_{j} \mathrm{e}^{\mathrm{i} j x_{k}}=\sum_{j=0}^{N} c_{j} z_{k}^{j}
$$

If $L(p)=0$, then the complex polynomial $p$ has at least $N+1$ zeros. But in this case, we have $p \equiv 0$, due to the fundamental theorem of algebra. Therefore, the linear mapping $L$ is injective. Due to the dimension formula, $L$ is also surjective, and thus bijective. This already proves the existence and uniqueness of the sought polynomial $p \in \mathcal{T}_{N}^{\mathbb{C}}$.

We finally turn to the solution of the interpolation problem, Problem 2.34, by real trigonometric polynomials. The following result is a direct consequence of Theorem 2.39.

Corollary 2.40. Let $X=\left\{x_{0}, \ldots, x_{2 n}\right\} \subset[0,2 \pi)$ be a set of $2 n+1$ pairwise distinct interpolation points and $f_{X}=\left(f_{0}, \ldots, f_{2 n}\right)^{T} \in \mathbb{R}^{2 n+1}$ be a data vector of real function values, for $n \in \mathbb{N}_{0}$. Then there is a unique real trigonometric polynomial $T \in \mathcal{T}_{n}^{\mathbb{R}}$ satisfying $T_{X}=f_{X}$.

Proof. Let $p \in \mathcal{T}_{2 n}^{\mathbb{C}}$ be the unique complex trigonometric interpolation polynomial satisfying $p\left(x_{k}\right)=\mathrm{e}^{\mathrm{i} n x_{k}} f_{k}$, for $0 \leq k \leq 2 n$, with Fourier coefficients $c_{j}$, for $0 \leq j \leq 2 n$. Then we have

$$
q(x):=\mathrm{e}^{2 \mathrm{i} n x} \overline{p(x)}=\sum_{j=0}^{2 n} \overline{c_{j}} \mathrm{e}^{\mathrm{i}(2 n-j) x}=\sum_{j=0}^{2 n} \overline{c_{2 n-j}} \mathrm{e}^{\mathrm{i} j x} \quad \text { for } x \in[0,2 \pi)
$$

and, moreover, since $f_{k} \in \mathbb{R}$,

$$
q\left(x_{k}\right)=\mathrm{e}^{2 \mathrm{i} n x_{k}} \overline{p\left(x_{k}\right)}=\mathrm{e}^{\mathrm{i} n x_{k}} f_{k}=p\left(x_{k}\right) \quad \text { for all } 0 \leq k \leq 2 n
$$

Therefore, the complex trigonometric polynomial $q \in \mathcal{T}_{2 n}^{\mathbb{C}}$ is also a solution to the interpolation problem $q\left(x_{k}\right)=\mathrm{e}^{\mathrm{i} n x_{k}} f_{k}$ for all $0 \leq k \leq 2 n$. From the uniqueness of the interpolation by complex trigonometric polynomials we get $q \equiv p$, and so in particular

$$
\begin{equation*}
c_{j}=\overline{c_{2 n-j}} \quad \text { for all } 0 \leq j \leq 2 n \tag{2.73}
\end{equation*}
$$

The Fourier coefficients of the interpolating real trigonometric polynomial $T \in \mathcal{T}_{n}^{\mathbb{R}}$ can finally be obtained by the inversion of the complex Fourier coefficients in (2.71). Note that the Fourier coefficients $a_{0}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ of $T$ are real, due to (2.73).

### 2.7 The Discrete Fourier Transform

In this section, we explain interpolation by trigonometric polynomials. More specifically, we discuss the special case of $N \in \mathbb{N}$ equidistant interpolation points

$$
x_{k}=\frac{2 \pi}{N} k \in[0,2 \pi) \quad \text { for } 0 \leq k \leq N-1
$$

As we will show, the required Fourier coefficients can be computed efficiently.
In the following discussion, we denote the values of the target function $f$ by $f_{k}=f\left(x_{k}\right)$, for $0 \leq k \leq N-1$. Moreover, we use the notation

$$
\begin{equation*}
\omega_{N}=\mathrm{e}^{2 \pi \mathrm{i} / N} \quad \text { for } N \in \mathbb{N} \tag{2.74}
\end{equation*}
$$

for the $N$-th root of unity.
For further preparation, we make a note of the following observation.

Lemma 2.41. For $N \in \mathbb{N}$ the $N$-th root of unity $\omega_{N}$ has the property

$$
\begin{equation*}
\frac{1}{N} \sum_{j=0}^{N-1} \omega_{N}^{(\ell-k) j}=\delta_{\ell k} \quad \text { for all } 0 \leq \ell, k \leq N-1 \tag{2.75}
\end{equation*}
$$

Proof. Let $0 \leq \ell, k \leq N-1$. Note that for $\ell=k$ the statement in (2.75) is trivial. For $\ell \neq k$ we have $\omega_{N}^{\ell-k} \neq 1$, so that we can use the standard identity

$$
\sum_{j=0}^{N-1}\left(\omega_{N}^{\ell-k}\right)^{j}=\frac{\omega_{N}^{(\ell-k) N}-1}{\omega_{N}^{\ell-k}-1}=\frac{\mathrm{e}^{2 \pi \mathrm{i}(\ell-k)}-1}{\omega_{N}^{\ell-k}-1}=0
$$

of geometric series. This already completes our proof for (2.75).
Now we are in a position where we can already give the solution to the posed interpolation problem at equidistant interpolation points.

Theorem 2.42. For $N \in \mathbb{N}$ equidistant points $x_{\ell}=2 \pi \ell / N \in[0,2 \pi)$, for $0 \leq \ell \leq N-1$, and function values $f_{X}=\left(f_{0}, \ldots, f_{N-1}\right)^{T} \in \mathbb{C}^{N}$ the Fourier coefficients of the complex trigonometric interpolation polynomial $p \in \mathcal{T}_{N-1}^{\mathbb{C}}$ satisfying $p_{X}=f_{X}$ are given as

$$
\begin{equation*}
c_{j}=\frac{1}{N} \sum_{k=0}^{N-1} f_{k} \omega_{N}^{-j k} \quad \text { for } 0 \leq j \leq N-1 \tag{2.76}
\end{equation*}
$$

Proof. By using Lemma 2.41, we obtain the identity

$$
p\left(x_{\ell}\right)=\sum_{j=0}^{N-1} \frac{1}{N} \sum_{k=0}^{N-1} f_{k} \omega_{N}^{-j k} \mathrm{e}^{\mathrm{i} j x_{\ell}}=\sum_{k=0}^{N-1} f_{k} \frac{1}{N} \sum_{j=0}^{N-1} \omega_{N}^{(\ell-k) j}=f_{\ell}
$$

for all $\ell=0, \ldots, N-1$.
Therefore, the linear mapping in (2.76) yields an automorphism

$$
A_{N}: \mathbb{C}^{N} \longrightarrow \mathbb{C}^{N},
$$

which maps the data vector $f_{X}=\left(f_{0}, \ldots, f_{N-1}\right)^{T} \in \mathbb{C}^{N}$ on the Fourier coefficients $c=\left(c_{0}, \ldots, c_{N-1}\right)^{T} \in \mathbb{C}^{N}$ of the complex trigonometric interpolation polynomial $p \in \mathcal{T}_{N-1}^{\mathbb{C}}$ satisfying $p_{X}=f_{X}$. The bijective linear mapping $A_{N}$, called discrete Fourier analysis, is represented by the matrix

$$
\begin{equation*}
A_{N}=\frac{1}{N}\left(\omega_{N}^{-j k}\right)_{0 \leq j, k \leq N-1} \in \mathbb{C}^{N \times N} \tag{2.77}
\end{equation*}
$$

We can characterize the inverse of $A_{N}$ as follows. The linear mapping

$$
A_{N}^{-1}: \mathbb{C}^{N} \longrightarrow \mathbb{C}^{N}
$$

which assigns every vector $c=\left(c_{0}, \ldots, c_{N-1}\right)^{T} \in \mathbb{C}^{N}$ of Fourier coefficients, for a complex trigonometric polynomial

$$
p(x)=\sum_{j=0}^{N-1} c_{j} \mathrm{e}^{\mathrm{i} j x} \in \mathcal{T}_{N-1}^{\mathbb{C}},
$$

to the complex values

$$
f_{k}=p\left(x_{k}\right)=\sum_{j=0}^{N-1} c_{j} \mathrm{e}^{\mathrm{i} j x_{k}}=\sum_{j=0}^{N-1} c_{j} \omega_{N}^{j k} \quad \text { for } k=0, \ldots, N-1,
$$

i.e., $p_{X}=f_{X}$, is called discrete Fourier synthesis. Therefore, the linear mapping $A_{N}^{-1}$ is the inverse of $A_{N}$, being represented by the matrix

$$
\begin{equation*}
A_{N}^{-1}=\left(\omega_{N}^{j k}\right)_{0 \leq j, k \leq N-1} \in \mathbb{C}^{N \times N} \tag{2.78}
\end{equation*}
$$

The discrete Fourier analysis and the Fourier synthesis are usually referred to as discrete Fourier transform and discrete inverse Fourier transform. In the following discussion, we derive an efficient method for computing the discrete (inverse) Fourier transform. But we first give a formal introduction for the discrete (inverse) Fourier transform.

Definition 2.43. The discrete Fourier transformation (DFT) of

$$
z=(z(0), z(1), \ldots, z(N-1))^{T} \in \mathbb{C}^{N}
$$

is defined componentwise as

$$
\begin{equation*}
\hat{z}(j)=\sum_{k=0}^{N-1} z(k) \omega_{N}^{-j k} \quad \text { for } 0 \leq j \leq N-1 \tag{2.79}
\end{equation*}
$$

and the inverse discrete Fourier transform (IDFT) of

$$
\hat{z}=(\hat{z}(0), \hat{z}(1), \ldots, \hat{z}(N-1))^{T} \in \mathbb{C}^{N}
$$

is defined componentwise as

$$
z(k)=\frac{1}{N} \sum_{j=0}^{N-1} \hat{z}(j) \omega_{N}^{j k} \quad \text { for } 0 \leq k \leq N-1
$$

The discrete Fourier transform (DFT) and the inverse DFT are represented by the Fourier matrices $F_{N}=N A_{N}$ and $F_{N}^{-1}=A_{N}^{-1} / N$, i.e.,

$$
\begin{aligned}
F_{N} & =\left(\omega_{N}^{-j k}\right)_{0 \leq j, k \leq N-1} \in \mathbb{C}^{N \times N} \\
F_{N}^{-1} & =\frac{1}{N}\left(\omega_{N}^{j k}\right)_{0 \leq j, k \leq N-1} \in \mathbb{C}^{N \times N}
\end{aligned}
$$

Therefore, with using the notations in Definition 2.43, we have

$$
\hat{z}=F_{N} z \quad \text { and } \quad z=F_{N}^{-1} \hat{z} \quad \text { for all } z, \hat{z} \in \mathbb{C}^{N} .
$$

This finally leads us to the Fourier inversion formula

$$
z=F_{N}^{-1} F_{N} z \quad \text { for all } z \in \mathbb{C}^{N}
$$

Now let us make one simple example for further illustration.
Example 2.44. We compute the DFT $\hat{z} \in \mathbb{C}^{512}$ of the vector $z \in \mathbb{C}^{512}$ with components $z(k)=3 \sin (2 \pi \cdot 7 k / 512)-4 \cos (2 \pi \cdot 8 k / 512)$. To this end, we regard the Fourier series (from the Fourier inversion formula)

$$
z(k)=\frac{1}{512} \sum_{j=0}^{511} \hat{z}(j) \mathrm{e}^{2 \pi \mathrm{i} j k / 512}
$$

whereby we obtain the unique representation of $z \in \mathbb{C}^{512}$ in the Fourier basis

$$
\left\{\mathrm{e}^{2 \pi \mathrm{i} j k / 512} \mid 0 \leq j \leq 511\right\}
$$

On the other hand, the Euler formula yields the representation

$$
\begin{aligned}
z(k) & =3 \sin (2 \pi 7 k / 512)-4 \cos (2 \pi 8 k / 512) \\
& =\frac{3}{2 \mathrm{i}}\left(\mathrm{e}^{2 \pi \mathrm{i} 7 k / 512}-\mathrm{e}^{-2 \pi \mathrm{i} 7 k / 512}\right)-\frac{4}{2}\left(\mathrm{e}^{2 \pi \mathrm{i} 8 k / 512}+\mathrm{e}^{-2 \pi \mathrm{i} 8 k / 512}\right) \\
& =\frac{-3 \mathrm{i}}{2} \mathrm{e}^{2 \pi \mathrm{i} 7 k / 512}+\frac{3 \mathrm{i}}{2} \mathrm{e}^{2 \pi \mathrm{i}(-7+512) k / 512}-2 \mathrm{e}^{2 \pi \mathrm{i} 8 k / 512}-2 \mathrm{e}^{2 \pi \mathrm{i}(-8+512) k / 512} \\
& =\frac{1}{512}\left(-3 \cdot 256 \mathrm{i} \cdot \mathrm{e}^{2 \pi \mathrm{i} 7 k / 512}-1024 \cdot \mathrm{e}^{2 \pi \mathrm{i} 8 k / 512}\right. \\
& \left.\quad-1024 \cdot \mathrm{e}^{2 \pi \mathrm{i} 504 k / 512}+3 \cdot 256 i \cdot \mathrm{e}^{2 \pi \mathrm{i} 505 k / 512}\right)
\end{aligned}
$$

Therefore, we have

$$
\hat{z}(7)=-768 \mathrm{i}, \quad \hat{z}(8)=-1024, \quad \hat{z}(504)=-1024, \quad \hat{z}(505)=768 \mathrm{i}
$$

and, moreover, $\hat{z}(j)=0$ for all $j \in\{0, \ldots, 511\} \backslash\{7,8,504,505\}$. Thereby, the vector $z \in \mathbb{C}^{512}$ has a sparse representation by the four non-vanishing Fourier coefficients $\hat{z}(7), \hat{z}(8), \hat{z}(504)$ and $\hat{z}(505)$ (see Figure 2.7).

(a) input vector $z(k), k=0, \ldots, 511$

(b) amplitude spectrum $|\hat{z}(j)|$

Fig. 2.7. Sparse representation of $z(k)=3 \sin (2 \pi \cdot 7 k / 512)-4 \cos (2 \pi \cdot 8 k / 512)$ with amplitude spectrum $|\hat{z}(j)|$ (see Example 2.44).

Remark 2.45. A componentwise computation of the DFT $\hat{z}$ (or of the IDFT) according to Definition 2.43 requires asymptotically $\mathcal{O}\left(N^{2}\right)$ steps, namely $\mathcal{O}(N)$ steps for each of the $N$ components.

In the remainder of this section, we explain how to compute the DFT by an efficient algorithm, termed the fast Fourier transform (FFT), designed by Cooley ${ }^{14}$ and Tukey ${ }^{15}$ [16]. The Cooley-Tukey algorithm is based on a recursion according to a common (political) principle divide et impera (Latin for divide and conquer) of Machiavelli ${ }^{16}$ dating back to 1513.

The recursion step of the Cooley-Tukey algorithm relies on the identity

$$
\omega_{2 N}^{2}=\omega_{N},
$$

being applied as follows.
For $N=2^{n}, n \geq 1$, and $0 \leq j \leq N-1$ we have

$$
\begin{aligned}
\hat{z}(j) & =\sum_{k=0}^{N-1} z(k) \omega_{N}^{-k j} \\
& =\sum_{k \text { even }} z(k) \omega_{N}^{-k j}+\sum_{k \text { odd }} z(k) \omega_{N}^{-k j} \\
& =\sum_{k=0}^{N / 2-1} z(2 k) \omega_{N}^{-2 k j}+\sum_{k=0}^{N / 2-1} z(2 k+1) \omega_{N}^{-(2 k+1) j} \\
& =\sum_{k=0}^{N / 2-1} z(2 k) \omega_{N}^{-2 k j}+\omega_{N}^{-j} \sum_{k=0}^{N / 2-1} z(2 k+1) \omega_{N}^{-2 k j} .
\end{aligned}
$$

This already yields for $M=N / 2$ the reduction

$$
\begin{aligned}
\hat{z}(j) & =\sum_{k=0}^{M-1} z(2 k) \omega_{N}^{-2 k j}+\omega_{N}^{-j} \sum_{k=0}^{M-1} z(2 k+1) \omega_{N}^{-2 k j} \\
& =\sum_{k=0}^{M-1} u(k) \omega_{N / 2}^{-k j}+\omega_{N}^{-j} \sum_{k=0}^{M-1} v(k) \omega_{N / 2}^{-k j} \\
& =\sum_{k=0}^{M-1} u(k) \omega_{M}^{-k j}+\omega_{N}^{-j} \sum_{k=0}^{M-1} v(k) \omega_{M}^{-k j}
\end{aligned}
$$

for $j=0, \ldots, N-1$, where

$$
u(k)=z(2 k) \quad \text { and } \quad v(k)=z(2 k+1) \quad \text { for } k=0,1, \ldots, M-1
$$

[^9]Therefore, we can, for any input vector $z \in \mathbb{C}^{N}$ of length $N=2 M$, reduce the computation of its DFT $\hat{z}$ to the computation of two DFTs of half length $M=N / 2$ each. Indeed, the DFTs of the two vectors $u, v \in \mathbb{C}^{M}$ yields the DFT of $z$ by

$$
\hat{z}(j)=\hat{u}(j)+\omega_{N}^{-j} \hat{v}(j)
$$

From this basic observation, we can already determine the complexity, i.e., the asymptotic computational costs, of the fast Fourier transform (FFT).

Theorem 2.46. For $N=2^{n}$, $n \in \mathbb{N}$, the discrete Fourier transform of a vector $z \in \mathbb{C}^{N}$ is computed by the FFT in asymptotically $\mathcal{O}(N \log (N))$ steps.
Proof. In the first reduction step the DFT of $z \in \mathbb{C}^{N}$ with length $N$ is decomposed into two DFTs (for $u, v \in \mathbb{C}^{N / 2}$ ) of length $N / 2$ each. By induction, in the $m$-th reduction step for the current $2^{m}$ DFTs of length $N / 2^{m}$, each of these DFT can be decomposed into two DFTs of length $N / 2^{m+1}$. After $n=\log _{2}(N)$ reduction steps we have $N$ atomic DFTs of unit length. But the DFT for a vector $z$ of unit length is trivial: In this case, we have $\hat{z}(0)=z(0)$ for $z=z(0) \in \mathbb{C}^{1}$, and so the recursion terminates. Altogether, $N \log _{2}(N)$ steps are performed in the recursion.

We finally discuss one relevant application of the fast Fourier transform. In this application, we consider solving a linear equation system of the form

$$
\begin{equation*}
C x=b \tag{2.80}
\end{equation*}
$$

efficiently, where $C$ is a cyclic Toeplitz matrix.
Definition 2.47. A cyclic Toeplitz ${ }^{17}$ matrix has the form

$$
C=\left[\begin{array}{ccccc}
c_{0} & c_{N-1} & \cdots & c_{2} & c_{1} \\
c_{1} & c_{0} & \ddots & \vdots & c_{2} \\
\vdots & c_{1} & \ddots & c_{N-1} & \vdots \\
c_{N-2} & \vdots & \ddots & c_{0} & c_{N-1} \\
c_{N-1} & c_{N-2} & \cdots & c_{1} & c_{0}
\end{array}\right] \in \mathbb{C}^{N \times N}
$$

where $c=\left(c_{0}, \ldots, c_{N-1}\right)^{T} \in \mathbb{C}^{N}$ is called the generating vector of $C$.
The following observation is quite important for our solution to (2.80).
Proposition 2.48. Let $C$ be a cyclic Toeplitz matrix with generating vector $c \in \mathbb{C}^{N}$. Then $C$ is diagonalized by the discrete Fourier transform $F_{N}$, so that

$$
F_{N} C F_{N}^{-1}=\operatorname{diag}(d)
$$

where the eigenvalues $d=\left(d_{0}, \ldots, d_{N-1}\right) \in \mathbb{C}^{N}$ of $C$ are given by the discrete Fourier transform of $c$, i.e.,

$$
d=F_{N} c
$$

$\overline{17}$ Оtто Toeplitz (1881-1940), German mathematician

Proof. For the entries of the Toeplitz matrix $C=\left(C_{j k}\right)_{0 \leq j, k \leq N-1}$, we have

$$
C_{j k}=c_{(j-k) \bmod N} \quad \text { for } 0 \leq j, k \leq N-1 .
$$

We recall the definition of the Fourier matrices

$$
F_{N}=\left(\omega_{N}^{-j k}\right)_{0 \leq j, k \leq N-1} \quad \text { and } \quad F_{N}^{-1}=\frac{1}{N}\left(\omega_{N}^{j k}\right)_{0 \leq j, k \leq N-1}
$$

where $\omega_{N}=\mathrm{e}^{2 \pi \mathrm{i} / N}$. For $0 \leq \ell \leq N-1$ we let

$$
\omega^{(\ell)}=\frac{1}{N}\left(\omega_{N}^{j \ell}\right)_{0 \leq j \leq N-1} \in \mathbb{C}^{N}
$$

denote the $\ell$-th column of $F_{N}^{-1}$. By using the identity

$$
\omega_{N}^{(k-j) \ell}=\left(\omega_{N}^{(k-j) \bmod N}\right)^{\ell}
$$

we obtain

$$
\begin{aligned}
\left(C \omega^{(\ell)}\right)_{j} & =\frac{1}{N} \sum_{k=0}^{N-1} c_{(j-k) \bmod N} \cdot \omega_{N}^{k \ell}=\frac{1}{N} \omega_{N}^{j \ell} \sum_{k=0}^{N-1} c_{(j-k) \bmod N} \cdot \omega_{N}^{(k-j) \ell} \\
& =\frac{1}{N} \omega_{N}^{j \ell} \sum_{m=0}^{N-1} c_{m \bmod N} \cdot \omega_{N}^{-m \ell}=\frac{1}{N} \omega_{N}^{j \ell} \sum_{m=0}^{N-1} c_{m} \omega_{N}^{-m \ell}=\frac{1}{N} \omega_{N}^{j \ell} d_{\ell}
\end{aligned}
$$

where

$$
d_{\ell}=\sum_{k=0}^{N-1} c_{k} \omega_{N}^{-\ell k} \quad \text { for } 0 \leq \ell \leq N-1
$$

is the $\ell$-th component of $d=F_{N} c$.
Therefore, $\omega^{(\ell)}$ is an eigenvector of $C$ with eigenvalue $d_{\ell}$, i.e.,

$$
C \omega^{(\ell)}=d_{\ell} \omega^{(\ell)} \quad \text { for } 0 \leq \ell \leq N-1,
$$

whereby

$$
C F_{N}^{-1}=F_{N}^{-1} \operatorname{diag}(d)
$$

or

$$
F_{N} C F_{N}^{-1}=\operatorname{diag}(d)
$$

Now we finally regard the linear system (2.80) for a cyclic Toeplitz matrix $C \in \mathbb{C}^{N \times N}$ with generating vector $c \in \mathbb{C}^{N}$. By application of the discrete Fourier transform $F_{N}$ to both sides in (2.80) we get the identity

$$
F_{N} C F_{N}^{-1} F_{N} x=F_{N} b .
$$

Using Proposition 2.48 leads us to the linear system

$$
\begin{equation*}
D y=r \tag{2.81}
\end{equation*}
$$

where we let $y=F_{N} x$ and $r=F_{N} b$, and where $D=\operatorname{diag}(d)$ for $d=F_{N} c$. Now the matrix $C$ is non-singular, if and only if none of its eigenvalues in $d$ vanishes. In this case

$$
y=\left(\frac{r_{0}}{d_{0}}, \ldots, \frac{r_{N-1}}{d_{N-1}}\right)^{T} \in \mathbb{C}^{N}
$$

is the unique solution of the linear system (2.81). By backward transformation with the inverse discrete Fourier transform $F_{N}^{-1}$, we finally obtain the solution of the linear system (2.80) by

$$
x=F_{N}^{-1} y
$$

We summarize the proposed solution for the Toeplitz system (2.80) in Algorithm 3. Note that Algorithm 3 can be implemented efficiently by using the fast Fourier transform (FFT): By Theorem 2.46 the performance of the steps in lines 5,6 and 8 of Algorithm 3 by the (inverse) FFT costs only $\mathcal{O}(N \log (N))$ operations each. In this case, a total number of only $\mathcal{O}(N \log (N))$ operations are required for the performance of Algorithm 3. In comparison, the solution of a linear equation system (2.80) via Gauss elimination requiring $\mathcal{O}\left(N^{3}\right)$ operations is far too expensive. But unlike in Algorithm 3, the Toeplitz structure of the matrix $C$ is not used in the Gauss elimination algorithm.

```
Algorithm 3 Solution of linear Toeplitz systems \(C x=b\) in (2.80)
    function Toeplitz-Solution \((c, b)\)
        input: generating vector \(c \in \mathbb{C}^{N}\) of a non-singular
            cyclic Toeplitz matrix \(C \in \mathbb{C}^{N \times N}\);
            right hand side \(b \in \mathbb{C}^{N}\);
        compute DFT \(d=F_{N} c\);
        compute DFT \(r=F_{N} b\);
        let \(y:=\left(r_{0} / d_{0}, \ldots, r_{N-1} / d_{N-1}\right)^{T}\);
        compute IDFT \(x=F_{N}^{-1} y\)
        output: solution \(x \in \mathbb{C}^{N}\) of \(C x=b\).
    end function
```


## 3 Best Approximations

In this chapter, we analyze fundamental questions of approximation. To this end, let $\mathcal{F}$ be a linear space, equipped with a norm $\|\cdot\|$. Moreover, $\mathcal{S} \subset \mathcal{F}$ be a non-empty subset of $\mathcal{F}$. To approximate one $f \in \mathcal{F} \backslash \mathcal{S}$ by elements from $\mathcal{S}$ we are interested in finding a $s^{*} \in \mathcal{S}$, whose distance to $f$ is minimal among all elements from $\mathcal{S}$. This leads us to the definition of best approximations.

Definition 3.1. Let $\mathcal{F}$ be a linear space with norm $\|\cdot\|$. Moreover, let $\mathcal{S} \subset \mathcal{F}$ be a non-empty subset of $\mathcal{F}$. For $f \in \mathcal{F}$, an element $s^{*} \in \mathcal{S}$ is said to be a best approximation to $f$ from $\mathcal{S}$ with respect to $(\mathcal{F},\|\cdot\|)$, or in short: $s^{*}$ is $a$ best approximation to $f$, if

$$
\left\|s^{*}-f\right\|=\inf _{s \in \mathcal{S}}\|s-f\| .
$$

Moreover,

$$
\eta \equiv \eta(f, \mathcal{S})=\inf _{s \in \mathcal{S}}\|s-f\|
$$

is called the minimal distance between $f$ and $\mathcal{S}$.
In the following investigations, we will first address questions concerning the existence and uniqueness of best approximations. To this end, we develop sufficient conditions for the linear space $\mathcal{F}$ and the subset $\mathcal{S} \subset \mathcal{F}$, under which we can guarantee for any $f \in \mathcal{F}$ the existence of a best approximation $s^{*} \in \mathcal{S}$ for $f$. To guarantee the uniqueness of $s^{*}$, we require strict convexity for the norm $\|\cdot\|$.

In the following discussion, we develop suitable sufficient and necessary conditions to characterize best approximations. To this end, we first derive dual characterizations for best approximations, giving conditions for the elements from the topological dual space $\mathcal{F}^{\prime}$ of linear and continuous functionals on $\mathcal{F}$.

This is followed by direct characterizations of best approximations, where we use directional derivatives (Gâteaux derivatives) of the norm $\|\cdot\|$. On that occasion, we consider computing directional derivatives of relevant norms explicitly.

To study the material of this chapter (and for the following chapters) we require knowledge of elementary results from optimization and functional analysis. Therefore, we decided to explain a selection of relevant results. But for further reading, we refer to the textbook [33].

Before we address theoretical questions concerning the existence and uniqueness of best approximations, we first discuss one elementary example, which will illustrate relevant scenarios and phenomena.

Example 3.2. For $\mathcal{F}=\mathbb{R}^{2}$, let $\mathcal{S}=\left\{x=\left(x_{1}, x_{2}\right) \mid 2 \leq\|x\|_{2}<3\right\} \subset \mathbb{R}^{2}$ be a concentric circle around the origin. Moreover, let $f_{\alpha}=(\alpha, 0) \in \mathbb{R}^{2}$, for $\alpha \in \mathbb{R}$. Now we wish to best-approximate $f_{\alpha}$ (according to Definition 3.1) by elements from $\mathcal{S}$. To do so, we first need to fix a norm on $\mathbb{R}^{2}$. To this end, we work with three different norms on $\mathbb{R}^{2}$ :

- the 1-norm $\|\cdot\|_{1}$, defined as $\|x\|_{1}=\left|x_{1}\right|+\left|x_{2}\right|$ for $x=\left(x_{1}, x_{2}\right)$;
- the Euclidean norm $\|\cdot\|_{2}$, defined as $\|x\|_{2}^{2}=\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}$;
- the maximum norm $\|\cdot\|_{\infty}$, defined as $\|x\|_{\infty}=\max \left(\left|x_{1}\right|,\left|x_{2}\right|\right)$.

We let $\mathcal{S}_{p}^{*} \equiv \mathcal{S}_{p}^{*}\left(f_{\alpha}\right)$ denote the set of best approximations to $f_{\alpha}$ with respect to $\|\cdot\|=\|\cdot\|_{p}$ at minimal distances $\eta_{p} \equiv \eta_{p}\left(f_{\alpha}, \mathcal{S}\right)$, for $p=1,2, \infty$. For the construction and characterization of best approximations to $f_{\alpha}$ we distinguish different cases (see Fig. 3.1).

Case (a): Suppose $\alpha \geq 3$. In this case, we have

$$
\eta_{p}=\inf _{s \in \mathcal{S}}\left\|s-f_{\alpha}\right\|_{p}=\alpha-3 \quad \text { for } p=1,2, \infty
$$

where

$$
\left\|s-f_{\alpha}\right\|_{p}>\inf _{s \in \mathcal{S}}\left\|s-f_{\alpha}\right\|_{p}=\alpha-3 \quad \text { for all } s \in \mathcal{S}
$$

i.e., there is no best approximation to $f_{\alpha}$ from $\mathcal{S}$, and so $\mathcal{S}_{p}^{*}=\emptyset$.

Case (b): Suppose $\alpha \in(0,2)$. In this case, we have

$$
\eta_{1}=\eta_{2}=2-\alpha \quad \text { and } \quad \eta_{\infty}=\frac{\sqrt{8-\alpha^{2}}-\alpha}{2}
$$

and, moreover, $\mathcal{S}_{p}^{*}=\{(2,0)\}$ for $p=1,2$ and $\mathcal{S}_{\infty}^{*}=\left\{\left(\frac{\sqrt{8-\alpha^{2}}+\alpha}{2}, \pm \frac{\sqrt{8-\alpha^{2}}-\alpha}{2}\right)\right\}$.
Case (c): Suppose $\alpha=0$. In this case, we have

$$
\eta_{1}=\eta_{2}=2 \quad \text { and } \quad \eta_{\infty}=\sqrt{2}
$$

where $\mathcal{S}_{1}^{*}=\{( \pm 2,0),(0, \pm 2)\}, \mathcal{S}_{2}^{*}=\left\{x \in \mathcal{S} \mid\|x\|_{2}=2\right\}, \mathcal{S}_{\infty}^{*}=\{( \pm \sqrt{2}, \pm \sqrt{2})\}$. Therefore, there exists, for any of the three norms $\|\cdot\|_{p}, p=1,2, \infty$, a best approximation to $f_{0}$. In either case, however, the best approximations are not unique. For $\|\cdot\|_{2}$ there are even uncountably many best approximations to $f_{0}$.

Case (d): For $\alpha \in[2,3)$ we have $f_{\alpha} \in \mathcal{S}$ and so $\mathcal{S}_{p}^{*}=\left\{f_{\alpha}\right\}$ with $\eta_{p}=0$.
For any other case, i.e., for $\alpha<0$, we can analyze the set of best approximations by using one of the (symmetric) cases (a)-(d).


$\alpha=4,\|\cdot\|=\|\cdot\|_{2}$
$\mathcal{S}_{2}^{*}=\emptyset, \eta_{2}=1$

$\alpha=1,\|\cdot\|=\|\cdot\|_{2}$

$$
\begin{gathered}
\mathcal{S}_{2}^{*}=\{(2,0)\} \\
\eta_{2}=1
\end{gathered}
$$


$\alpha=1,\|\cdot\|=\|\cdot\|_{1}$

$$
\begin{gathered}
\mathcal{S}_{1}^{*}=\{(2,0)\} \\
\eta_{1}=1
\end{gathered}
$$



$\alpha=0,\|\cdot\|=\|\cdot\|_{1}$

$$
\begin{gathered}
\mathcal{S}_{1}^{*}=\{( \pm 2,0),(0, \pm 2)\} \\
\eta_{1}=2
\end{gathered}
$$

$\mathcal{S}_{2}^{*}=\left\{x \in \mathbb{R}^{2} \mid\|x\|_{2}=2\right\}$
$\eta_{2}=2$
$\alpha=0,\|\cdot\|=\|\cdot\|_{\infty}$

$$
\begin{gathered}
\mathcal{S}_{\infty}^{*}=\{( \pm \sqrt{2}, \pm \sqrt{2})\} \\
\eta_{\infty}=\sqrt{2}
\end{gathered}
$$

Fig. 3.1. Approximation of $f_{\alpha}=(\alpha, 0) \in \mathbb{R}^{2}$, for $\alpha=4,1,0$, by elements from the approximation set $\mathcal{S}=\left\{x=\left(x_{1}, x_{2}\right) \mid 2 \leq\|x\|_{2}<3\right\} \subset \mathbb{R}^{2}$ and with respect to the norms $\|\cdot\|_{p}$ for $p=1,2, \infty$ (see Example 3.2).

### 3.1 Existence

In the following discussion, the notions of compactness, completeness, and continuity play an important role. We assume that their definitions and further properties are familiar from analysis. Nevertheless, let us recall the continuity of functionals. Throughout this chapter, $\mathcal{F}$ denotes a linear space with norm $\|\cdot\|$.

Definition 3.3. A functional $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ is said to be continuous at $u \in \mathcal{F}$, if for any convergent sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{F}$ with limit $u \in \mathcal{F}$, i.e.,

$$
\left\|u_{n}-u\right\| \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

we have

$$
\varphi\left(u_{n}\right) \longrightarrow \varphi(u) \quad \text { for } n \rightarrow \infty .
$$

Moreover, $\varphi$ is called continuous on $\mathcal{F}$, if $\varphi$ is continuous at every $u \in \mathcal{F}$.

Now recall that any continuous functional attains its minimum (and its maximum) on compact sets. Any compact set is closed and bounded. The converse, however, is only true in finite-dimensional spaces.

For the discussion in this section, we need the continuity of norms. This requirement is already covered by the following result.

Theorem 3.4. Every norm is continuous.
Proof. Let $\mathcal{F}$ be a linear space with norm $\|\cdot\|$. Moreover let $v \in \mathcal{F}$ and $\left(v_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{F}$ be a convergent sequence in $\mathcal{F}$ with limit $v$, i.e.,

$$
\left\|v_{n}-v\right\| \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

Now, by the triangle inequality for the norm $\|\cdot\|$, this implies

$$
\left|\left\|v_{n}\right\|-\|v\|\right| \leq\left\|v_{n}-v\right\| \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

and therefore

$$
\left\|v_{n}\right\| \longrightarrow\|v\| \quad \text { for } n \rightarrow \infty
$$

i.e., $\|\cdot\|$ is continuous at $v \in \mathcal{F}$. Since we did not pose any further conditions on $v \in \mathcal{F}$, the norm $\|\cdot\|$ is continuous on $\mathcal{F}$.

The above result allows us to prove a first elementary result concerning the existence of best approximations.

Theorem 3.5. Let $\mathcal{S} \subset \mathcal{F}$ be compact. Then there exists for any $f \in \mathcal{F} a$ best approximation $s^{*} \in \mathcal{S}$ to $f$.

Proof. For $f \in \mathcal{F}$ the functional $\varphi: \mathcal{F} \longrightarrow[0, \infty)$, defined as

$$
\varphi(v)=\|v-f\| \quad \text { for } v \in \mathcal{F}
$$

is continuous on $\mathcal{F}$. In particular, $\varphi$ attains its minimum on the compact set $\mathcal{S}$, i.e., there is one $s^{*} \in \mathcal{S}$ satisfying

$$
\varphi\left(s^{*}\right)=\left\|s^{*}-f\right\| \leq\|s-f\|=\varphi(s) \quad \text { for all } s \in \mathcal{S}
$$

From this result, we can further conclude as follows.
Corollary 3.6. Let $\mathcal{F}$ be finite-dimensional, and $\mathcal{S} \subset \mathcal{F}$ be closed in $\mathcal{F}$. Then there exists for any $f \in \mathcal{F}$ a best approximation $s^{*} \in \mathcal{S}$ to $f$.

Proof. For $s_{0} \in \mathcal{S}$ and $f \in \mathcal{F}$ the non-empty set

$$
\mathcal{S}_{0}=\mathcal{S} \cap\left\{v \in \mathcal{F} \mid\|v-f\| \leq\left\|s_{0}-f\right\|\right\} \subset \mathcal{S}
$$

is closed and bounded, i.e., $\mathcal{S}_{0} \subset \mathcal{F}$ is compact. By Theorem 3.5 there is one best approximation $s^{*} \in \mathcal{S}_{0}$ to $f$ from $\mathcal{S}_{0}$, so that

$$
\left\|s^{*}-f\right\| \leq\|s-f\| \quad \text { for all } s \in \mathcal{S}_{0}
$$

Moreover, for any $s \in \mathcal{S} \backslash \mathcal{S}_{0}$ we have the inequality

$$
\|s-f\|>\left\|s_{0}-f\right\| \geq\left\|s^{*}-f\right\|
$$

so that altogether,

$$
\left\|s^{*}-f\right\| \leq\|s-f\| \quad \text { for all } s \in \mathcal{S}
$$

i.e., $s^{*} \in \mathcal{S}_{0} \subset \mathcal{S}$ is a best approximation to $f$ from $\mathcal{S}$.

Corollary 3.7. Let $\mathcal{S} \subset \mathcal{F}$ be a closed subset of $\mathcal{F}$. If $\mathcal{S}$ is contained in a finite-dimensional linear subspace $\mathcal{R} \subset \mathcal{F}$ of $\mathcal{F}$, i.e., $\mathcal{S} \subset \mathcal{R}$, then there exists for any $f \in \mathcal{F}$ a best approximation $s^{*} \in \mathcal{S}$ to $f$.

Proof. Regard, for $f \in \mathcal{F}$, the finite-dimensional linear space

$$
\mathcal{R}_{f}=\operatorname{span}\left\{f, r_{1}, \ldots, r_{n}\right\} \subset \mathcal{F},
$$

where $\left\{r_{1}, \ldots, r_{n}\right\}$ be a basis of $\mathcal{R}$. Then there exists, by Corollary 3.6 a best approximation $s^{*} \in \mathcal{S}$ to $f \in \mathcal{R}_{f}$, where in particular,

$$
\left\|s^{*}-f\right\| \leq\|s-f\| \quad \text { for all } s \in \mathcal{S} .
$$

The result of Corollary 3.7 holds in particular for the case $\mathcal{R}=\mathcal{S}$.
Corollary 3.8. Let $\mathcal{S} \subset \mathcal{F}$ be a finite-dimensional subspace of $\mathcal{F}$. Then there exists for any $f \in \mathcal{F}$ a best approximation $s^{*} \in \mathcal{S}$ to $f$.

In the above results concerning the existence of best approximations, we require that $\mathcal{S} \subset \mathcal{F}$ is contained in a finite-dimensional linear space. For the approximation in Euclidean spaces $\mathcal{F}$, we can refrain from using this restriction. To this end, the following geometric identities are of fundamental importance.

Theorem 3.9. Let $\mathcal{F}$ be a Euclidean space with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|=(\cdot, \cdot)^{1 / 2}$. Then the parallelogram identity

$$
\begin{equation*}
\|v+w\|^{2}+\|v-w\|^{2}=2\|v\|^{2}+2\|w\|^{2} \quad \text { for all } v, w \in \mathcal{F} \tag{3.1}
\end{equation*}
$$

holds. If $\mathcal{F}$ is a Euclidean space over the real numbers $\mathbb{R}$, then the polarization identity

$$
\begin{equation*}
(v, w)=\frac{1}{4}\left(\|v+w\|^{2}-\|v-w\|^{2}\right) \quad \text { for all } v, w \in \mathcal{F} \tag{3.2}
\end{equation*}
$$

holds. If $\mathcal{F}$ is a Euclidean space over the complex numbers $\mathbb{C}$, then the polarization identity holds as

$$
\begin{equation*}
(v, w)=\frac{1}{4}\left(\|v+w\|^{2}-\|v-w\|^{2}+\mathrm{i}\|v+\mathrm{i} w\|^{2}-\mathrm{i}\|v-\mathrm{i} w\|^{2}\right) \tag{3.3}
\end{equation*}
$$

for all $v, w \in \mathcal{F}$.
Proof. Equations (3.1),(3.2) follow directly from the identities
$\|v \pm w\|^{2}=(v \pm w, v \pm w)=(v, v) \pm 2(v, w)+(w, w)=\|v\|^{2} \pm 2(v, w)+\|w\|^{2}$.
Likewise, the polarization identity (3.3) can be verified by elementary calculations.

For the geometric interpretation of the parallelogram identity, we make the following remark.

For any parallelogram the sum of square lengths of the four edges coincides with the sum of the square lengths of the two diagonals (see Fig. 3.2).

For the statement in Theorem 3.9, the converse is true, according to the theorem of Jordan ${ }^{1}$ and von Neumann ${ }^{2}$ [40].

Theorem 3.10. (Jordan-von Neumann theorem, 1935).
Let $\mathcal{F}$ be a linear space with norm $\|\cdot\|$, for which the parallelogram identity (3.1) holds. Then there is an inner product $(\cdot, \cdot)$ on $\mathcal{F}$, so that

$$
\begin{equation*}
(v, v)=\|v\|^{2} \quad \text { for all } v \in \mathcal{F} \tag{3.4}
\end{equation*}
$$

i.e., $\mathcal{F}$ is a Euclidean space.

[^10]

Fig. 3.2. On the geometry of the parallelogram identity (see Theorem 3.9).

Proof. Let $\mathcal{F}$ be a linear space over $\mathbb{R}$. By using the norm $\|\cdot\|$ of $\mathcal{F}$ we define a mapping $(\cdot, \cdot): \mathcal{F} \times \mathcal{F} \longrightarrow \mathbb{R}$ through the polarization identity (3.2), i.e., we let

$$
(v, w):=\frac{1}{4}\left(\|v+w\|^{2}-\|v-w\|^{2}\right) \quad \text { for } v, w \in \mathcal{F}
$$

Obviously, we have (3.4) and so $(\cdot, \cdot)$ is positive definite. Moreover, $(\cdot, \cdot)$ is obviously symmetric, so that $(v, w)=(w, v)$ for all $v, w \in \mathcal{F}$.

It remains to verify the linearity

$$
\begin{equation*}
(\alpha u+\beta v, w)=\alpha(u, w)+\beta(v, w) \quad \text { for all } \alpha, \beta \in \mathbb{R}, u, v, w \in \mathcal{F} \tag{3.5}
\end{equation*}
$$

To this end, we note the property

$$
\begin{equation*}
(-v, w)=-(v, w) \quad \text { for all } v, w \in \mathcal{F} \tag{3.6}
\end{equation*}
$$

which immediately follows from the definition of $(\cdot, \cdot)$. In particular, we have

$$
(0, w)=0 \quad \text { for all } w \in \mathcal{F}
$$

Moreover, by the parallelogram identity (3.1) we obtain

$$
\begin{aligned}
(u, w)+(v, w) & =\frac{1}{4}\left(\|u+w\|^{2}-\|u-w\|^{2}+\|v+w\|^{2}-\|v-w\|^{2}\right) \\
& =\frac{1}{2}\left(\left\|\frac{1}{2}(u+v)+w\right\|^{2}-\left\|\frac{1}{2}(u+v)-w\right\|^{2}\right) \\
& =2\left(\frac{1}{2}(u+v), w\right),
\end{aligned}
$$

which, for $v=0$, implies

$$
\begin{equation*}
(u, w)=2\left(\frac{1}{2} u, w\right) \quad \text { for all } u, w \in \mathcal{F} \tag{3.7}
\end{equation*}
$$

and thereby the additivity

$$
\begin{equation*}
(u, w)+(v, w)=(u+v, w) \quad \text { for all } u, v, w \in \mathcal{F} \tag{3.8}
\end{equation*}
$$

From (3.7),(3.8) we obtain for $m, n \in \mathbb{N}$ the identities

$$
\begin{aligned}
m(u, w) & =(m u, w) \\
\frac{1}{2^{n}}(u, w) & =\left(\frac{1}{2^{n}} u, w\right)
\end{aligned} \quad \text { for all } u, w \in \mathcal{F} \text { all } u, w \in \mathcal{F}
$$

by induction on $m \in \mathbb{N}$ and by induction on $n \in \mathbb{N}$, respectively.
In combination with (3.6) and (3.8) this implies the homogeneity

$$
\begin{equation*}
(\alpha u, w)=\alpha(u, w) \quad \text { for all } u, w \in \mathcal{F} \tag{3.9}
\end{equation*}
$$

for all dyadic numbers $\alpha \in \mathbb{Q}$ of the form

$$
\alpha=m+\sum_{k=1}^{n} \frac{\alpha_{k}}{2^{k}} \quad \text { for } m \in \mathbb{Z}, n \in \mathbb{N}, \alpha_{k} \in\{0,1\}, 1 \leq k \leq n
$$

Since any real number $\alpha \in \mathbb{R}$ can be approximated arbitrarily well by a dyadic number, the continuity of the norm $\|\cdot\|$ implies the homogeneity (3.9) even for all $\alpha \in \mathbb{R}$. Together with the additivity (3.8) this implies the linearity (3.5). Therefore, $(\cdot, \cdot)$ is an inner product over $\mathbb{R}$.

If $\mathcal{F}$ is a linear space over $\mathbb{C}$, then we define $(\cdot, \cdot): \mathcal{F} \times \mathcal{F} \longrightarrow \mathbb{C}$ through the polarization identity (3.3), for which we then verify the properties of an inner product for $(\cdot, \cdot)$ in (3.2), by analogy.

Given the above characterization of Euclidean norms by the parallelogram identity (3.1) and the polarization identities (3.2),(3.3), approximation in Euclidean spaces is of particular importance. From the equivalence relation in Theorems 3.9 and 3.10, we can immediately draw the following conclusion.

Corollary 3.11. Every inner product is continuous.
Proof. Let $\mathcal{F}$ be a Euclidean space over $\mathbb{R}$ with inner product $(\cdot, \cdot)$. Moreover, let $\left(v_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{F}$ and $\left(w_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{F}$ be convergent sequences in $\mathcal{F}$ with limit elements $v \in \mathcal{F}$ and $w \in \mathcal{F}$. From the polarization identity (3.2) and by the continuity of the norm $\|\cdot\|=(\cdot, \cdot)^{1 / 2}$, from Theorem 3.4, we have

$$
\begin{aligned}
\left(v_{n}, w_{m}\right)= & \frac{1}{4}\left(\left\|v_{n}+w_{m}\right\|^{2}-\left\|v_{n}-w_{m}\right\|^{2}\right) \\
& \longrightarrow \frac{1}{4}\left(\|v+w\|^{2}-\|v-w\|^{2}\right)=(v, w) \quad \text { for } n, m \rightarrow \infty
\end{aligned}
$$

For the case where $\mathcal{F}$ is a Euclidean space over $\mathbb{C}$, we show the continuity of $(\cdot, \cdot)$ from the polarization identity (3.3), by analogy.

Now we return to the question for the existence of best approximations. In Euclidean spaces $\mathcal{F}$ we can rely on the parallelogram identity (3.1). Moreover, we need the completeness of $\mathcal{F}$. On this occasion, we recall the following definition.

Definition 3.12. A complete Euclidean space is called Hilbert ${ }^{3}$ space.
Moreover, let us recall the notion of strictly convex sets.
Definition 3.13. A non-empty subset $\mathcal{K} \subset \mathcal{F}$ is called convex, if for any $u, v \in \mathcal{K}$ the straight line

$$
[u, v]=\{\lambda u+(1-\lambda) v \mid \lambda \in[0,1]\}
$$

between $u$ and $v$ lies in $\mathcal{K}$, i.e., if $[u, v] \subset \mathcal{K}$ for all $u, v \in \mathcal{K}$.
If for any $u, v \in \mathcal{K}, u \neq v$, the open straight line

$$
(u, v)=\{\lambda u+(1-\lambda) v \mid \lambda \in(0,1)\}
$$

is contained in the interior of $\mathcal{K}$, then $\mathcal{K}$ is called strictly convex.
Now we prove an important result concerning the existence of best approximations in Hilbert spaces.

Theorem 3.14. Let $\mathcal{F}$ be a Hilbert space with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|=(\cdot, \cdot)^{1 / 2}$. Moreover, let $\mathcal{S} \subset \mathcal{F}$ be a closed and convex subset of $\mathcal{F}$. Then there exists for any $f \in \mathcal{F}$ a best approximation $s^{*} \in \mathcal{S}$ to $f$.

Proof. Let $\left(s_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{S}$ be a minimal sequence in $\mathcal{S}$, i.e.,

$$
\left\|s_{n}-f\right\| \longrightarrow \eta(f, \mathcal{S}) \quad \text { for } n \rightarrow \infty
$$

with minimal distance $\eta \equiv \eta(f, \mathcal{S})=\inf _{s \in \mathcal{S}}\|s-f\|$.
From the parallelogram identity (3.1) we obtain the estimate

$$
\begin{aligned}
\left\|s_{n}-s_{m}\right\|^{2} & =2\left\|s_{n}-f\right\|^{2}+2\left\|s_{m}-f\right\|^{2}-4\left\|\frac{s_{n}+s_{m}}{2}-f\right\|^{2} \\
& \leq 2\left\|s_{n}-f\right\|^{2}+2\left\|s_{m}-f\right\|^{2}-4 \eta^{2}
\end{aligned}
$$

Therefore, for any $\varepsilon>0$ there is one $N \equiv N(\varepsilon) \in \mathbb{N}$ satisfying

$$
\left\|s_{n}-s_{m}\right\|<\varepsilon \quad \text { for all } n, m \geq N
$$

i.e., $\left(s_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy ${ }^{4}$ sequence in the Hilbert space $\mathcal{F}$, and therefore convergent in $\mathcal{F}$. Since $\mathcal{S}$ is a closed set, the limit element $s^{*}$ lies in $\mathcal{S}$, and we have

$$
\eta=\lim _{n \rightarrow \infty}\left\|s_{n}-f\right\|=\left\|s^{*}-f\right\|
$$

i.e., $s^{*} \in \mathcal{S}$ is a best approximation to $f$.

[^11]Remark 3.15. The required convexity for $\mathcal{S}$ is necessary for the result of Theorem 3.14. In order to see this, we regard the sequence space

$$
\begin{equation*}
\ell^{2} \equiv \ell^{2}(\mathbb{R})=\left\{x=\left.\left(x_{k}\right)_{k \in \mathbb{N}} \subset \mathbb{R}\left|\sum_{k=1}^{\infty}\right| x_{k}\right|^{2}<\infty\right\} \tag{3.10}
\end{equation*}
$$

consisting of all square summable sequences of real numbers. The sequence space $\ell^{2}$, being equipped with the inner product

$$
(x, y)=\sum_{k=1}^{\infty} x_{k} y_{k} \quad \text { for } x=\left(x_{k}\right)_{k \in \mathbb{N}}, y=\left(y_{k}\right)_{k \in \mathbb{N}} \in \ell^{2}
$$

is a Hilbert space with the $\ell^{2}$-norm

$$
\|x\|_{2}:=\sqrt{\sum_{k=1}^{\infty}\left|x_{k}\right|^{2}} \quad \text { for } x=\left(x_{k}\right)_{k \in \mathbb{N}} \in \ell^{2}
$$

Now we regard the subset

$$
\mathcal{S}=\left\{\left.x^{(k)}=\left(1+\frac{1}{k}\right) e_{k} \right\rvert\, k \in \mathbb{N}\right\} \subset \ell^{2}
$$

where $e_{k} \in \ell^{2}$ is the sequence with $\left(e_{k}\right)_{j}=\delta_{j k}$, for $j, k \in \mathbb{N}$. Note that the elements $x^{(k)} \in \mathcal{S}$ are isolated in $\ell^{2}$, and so $\mathcal{S}$ is closed. But $\mathcal{S}$ is not convex. Now we have $\eta(0, \mathcal{S})=1$ for the minimal distance between $0 \in \ell^{2}$ and $\mathcal{S}$, and, moreover,

$$
\left\|x^{(k)}-0\right\|_{2}>1 \quad \text { for all } x^{(k)} \in \mathcal{S}
$$

Hence there exists no $x^{(k)} \in \mathcal{S}$ with unit distance to the origin.
Finally, we remark that the result of Theorem 3.14 does not generalize to Banach spaces. To see this, a counterexample can for instance be found in [42, Section 5.2].

### 3.2 Uniqueness

In the following discussion, the notion of (strict) convexity for point sets, functions, functionals and norms plays an important role. Recall the relevant definitions for sets (see Definition 3.13) and for functions (see Definition 3.20), as these should be familiar from analysis.

Now we note some fundamental results, where $\mathcal{F}$ denotes, throughout this section, a linear space with norm $\|\cdot\|$. We start with a relevant example for a convex set.

Theorem 3.16. Let $\mathcal{S} \subset \mathcal{F}$ be convex and $f \in \mathcal{F}$. Then the set

$$
\mathcal{S}^{*} \equiv \mathcal{S}^{*}(f, \mathcal{S})=\left\{s^{*} \in \mathcal{S} \mid\left\|s^{*}-f\right\|=\inf _{s \in \mathcal{S}}\|s-f\|\right\} \subset \mathcal{S}
$$

of best approximations $s^{*} \in \mathcal{S}$ to $f$ is convex.
Proof. Let $s_{1}^{*}, s_{2}^{*} \in \mathcal{S}^{*}$ be two best approximations to $f \in \mathcal{F}$. Then, for any element

$$
\begin{equation*}
s_{\lambda}^{*}=\lambda s_{1}^{*}+(1-\lambda) s_{2}^{*} \in\left[s_{1}^{*}, s_{2}^{*}\right] \subset \mathcal{S} \quad \text { for } \lambda \in[0,1] \tag{3.11}
\end{equation*}
$$

we have

$$
\begin{aligned}
\left\|s_{\lambda}^{*}-f\right\| & =\left\|\left(\lambda s_{1}^{*}+(1-\lambda) s_{2}^{*}\right)-(\lambda+(1-\lambda)) f\right\| \\
& =\left\|\lambda\left(s_{1}^{*}-f\right)+(1-\lambda)\left(s_{2}^{*}-f\right)\right\| \\
& \leq \lambda\left\|s_{1}^{*}-f\right\|+(1-\lambda)\left\|s_{2}^{*}-f\right\| \\
& =\lambda \inf _{s \in \mathcal{S}}\|s-f\|+(1-\lambda) \inf _{s \in \mathcal{S}}\|s-f\| \\
& =\inf _{s \in \mathcal{S}}\|s-f\|,
\end{aligned}
$$

i.e., $s_{\lambda}^{*}=\lambda s_{1}^{*}+(1-\lambda) s_{2}^{*} \in\left[s_{1}^{*}, s_{2}^{*}\right]$, for $\lambda \in[0,1]$, lies in $\mathcal{S}^{*}$.


Fig. 3.3. $\mathcal{S}$ is not convex and for $s^{*} \notin \mathcal{S}$ we have $\left\|s^{*}-f\right\|<\eta(f, \mathcal{S})$, cf. Remark 3.17.

We continue with the following remarks concerning Theorem 3.16.
Remark 3.17. If $\mathcal{S} \subset \mathcal{F}$ is in the situation of Theorem 3.16 not convex, then any element $s^{*} \in\left[s_{1}^{*}, s_{2}^{*}\right]$ is at least as close to $f \in \mathcal{F}$ as $s_{1}^{*}$ and $s_{2}^{*}$ are, i.e.,

$$
\left\|s^{*}-f\right\| \leq \eta \equiv \eta(f, \mathcal{S}) \quad \text { for all } s^{*} \in\left[s_{1}^{*}, s_{2}^{*}\right]
$$

Eventually, one $s^{*} \in\left[s_{1}^{*}, s_{2}^{*}\right]$ could even lie closer to $f$ than $s_{1}^{*}, s_{2}^{*}$, so that $\left\|s^{*}-f\right\|<\eta$, as the example in Figure 3.3 shows.

Remark 3.18. For a convex subset $\mathcal{S} \subset \mathcal{F}$, and in the case of non-unique best approximations, we can explain the situation as follows. If there are at least two best approximations $s_{1}^{*} \neq s_{2}^{*}$ to $f$, then all $s^{*} \in\left[s_{1}^{*}, s_{2}^{*}\right]$ are contained in the set of best approximations $\mathcal{S}^{*}$, and so the distance between $f$ and elements in $\left[s_{1}^{*}, s_{2}^{*}\right]$ is constant, i.e.,

$$
\left\|s^{*}-f\right\|=\eta(f, \mathcal{S}) \quad \text { for all } s^{*} \in\left[s_{1}^{*}, s_{2}^{*}\right]
$$

To further illustrate this, let us make one simple example.
Example 3.19. For $\mathcal{S}=\left\{x \in \mathbb{R}^{2} \mid\|x\|_{\infty} \leq 1\right\}$ and $f=(2,0)$, the set $\mathcal{S}^{*}$ of best approximations to $f$ from $\mathcal{S}$ with respect to the maximum norm $\|\cdot\|_{\infty}$ is given by

$$
\mathcal{S}^{*}=\left\{(1, \alpha) \in \mathbb{R}^{2} \mid \alpha \in[-1,1]\right\} \subset \mathcal{S}
$$

with the minimal distance

$$
\eta(f, \mathcal{S})=\inf _{s \in \mathcal{S}}\|s-f\|_{\infty}=1
$$

For $s_{1}^{*}, s_{2}^{*} \in \mathcal{S}^{*}$ every element $s^{*} \in\left[s_{1}^{*}, s_{2}^{*}\right]$ lies in $\mathcal{S}^{*}$ (see Figure 3.4).


Fig. 3.4. $\mathcal{S}^{*}=\left\{(1, \alpha) \in \mathbb{R}^{2} \mid \alpha \in[-1,1]\right\}$ is the set of best approximations to $f=(2,0)$ from $\mathcal{S}=\left\{x \in \mathbb{R}^{2} \mid\|x\|_{\infty} \leq 1\right\}$ with respect to $\|\cdot\|_{\infty}$ (see Example 3.19).

Next, we recall the definition for (strictly) convex functions.
Definition 3.20. A function $f:[a, b] \longrightarrow \mathbb{R}$ is called convex on an interval $[a, b] \subset \mathbb{R}$, if for all $x, y \in[a, b]$ the inequality

$$
f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y) \quad \text { for all } \lambda \in[0,1]
$$

holds; $f$ is said to be strictly convex on $[a, b]$, if for all $x, y \in[a, b], x \neq y$, we have

$$
f(\lambda x+(1-\lambda) y)<\lambda f(x)+(1-\lambda) f(y) \quad \text { for all } \lambda \in(0,1)
$$

An important property of convex functions is described by the Jensen ${ }^{5}$ inequality [39], whereby the value of a convex function, when evaluated at a finite convex combination of arguments, is bounded above by the corresponding convex combination of functions values at these arguments.

Theorem 3.21. (Jensen inequality, 1906).
Let $f:[a, b] \longrightarrow \mathbb{R}$ be a convex function, and $\left\{x_{1}, \ldots, x_{n}\right\} \subset[a, b]$ a set of $n \geq 2$ points. Then, the Jensen inequality

$$
f\left(\sum_{j=1}^{n} \lambda_{j} x_{j}\right) \leq \sum_{j=1}^{n} \lambda_{j} f\left(x_{j}\right) \quad \text { for all } \lambda_{j} \in(0,1) \text { with } \sum_{j=1}^{n} \lambda_{j}=1
$$

holds. If $f$ is strictly convex, then equality holds, if and only if all points coincide, i.e., $x_{1}=\ldots=x_{n}$.

Proof. We prove the statement of Jensen's inequality by induction on $n$.
Initial step: For $n=2$, the statement of Jensen's inequality is obviously true.
Induction hypothesis: Assume the statement holds for $n$ points $\left\{x_{1}, \ldots, x_{n}\right\}$. Induction step $(n \longrightarrow n+1)$ : For $n+1$ points $\left\{x_{1}, \ldots, x_{n}, x_{n+1}\right\} \subset[a, b]$ and

$$
\lambda_{1}, \ldots, \lambda_{n}, \lambda_{n+1} \in(0,1) \quad \text { with } \sum_{j=1}^{n} \lambda_{j}=1-\lambda_{n+1}
$$

we have

$$
\begin{aligned}
f\left(\sum_{j=1}^{n+1} \lambda_{j} x_{j}\right) & =f\left(\left(1-\lambda_{n+1}\right) \sum_{j=1}^{n} \frac{\lambda_{j}}{1-\lambda_{n+1}} x_{j}+\lambda_{n+1} x_{n+1}\right) \\
& \leq\left(1-\lambda_{n+1}\right) f\left(\sum_{j=1}^{n} \frac{\lambda_{j}}{1-\lambda_{n+1}} x_{j}\right)+\lambda_{n+1} f\left(x_{n+1}\right)
\end{aligned}
$$

[^12]by the convexity of $f$. By the induction hypothesis, we can further conclude
\[

$$
\begin{equation*}
f\left(\sum_{j=1}^{n} \frac{\lambda_{j}}{1-\lambda_{n+1}} x_{j}\right) \leq \sum_{j=1}^{n} \frac{\lambda_{j}}{1-\lambda_{n+1}} f\left(x_{j}\right)=\frac{1}{1-\lambda_{n+1}} \sum_{j=1}^{n} \lambda_{j} f\left(x_{j}\right) \tag{3.12}
\end{equation*}
$$

\]

and thus, altogether,

$$
\begin{equation*}
f\left(\sum_{j=1}^{n+1} \lambda_{j} x_{j}\right) \leq \sum_{j=1}^{n+1} \lambda_{j} f\left(x_{j}\right) \tag{3.13}
\end{equation*}
$$

If $f$ is strictly convex, then equality holds in (3.12) only for $x_{1}=\ldots=x_{n}$ (by induction hypothesis), and, moreover, equality in (3.13) holds only for

$$
x_{n+1}=\sum_{j=1}^{n} \frac{\lambda_{j}}{1-\lambda_{n+1}} x_{j}
$$

thus altogether only for $x_{1}=\ldots=x_{n}=x_{n+1}$.
Next, we introduce the convexity for functionals.
Definition 3.22. A functional $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ is said to be convex on $\mathcal{F}$, if for all $u, v \in \mathcal{F}$ the inequality

$$
\begin{equation*}
\varphi(\lambda u+(1-\lambda) v) \leq \lambda \varphi(u)+(1-\lambda) \varphi(v) \quad \text { for all } \lambda \in[0,1] \tag{3.14}
\end{equation*}
$$

holds.
Remark 3.23. Every norm $\|\cdot\|: \mathcal{F} \longrightarrow[0, \infty)$ is a convex functional on $\mathcal{F}$. Indeed, for any $u, v \in \mathcal{F}$ we find the inequality

$$
\begin{equation*}
\|\lambda u+(1-\lambda) v\| \leq \lambda\|u\|+(1-\lambda)\|v\| \quad \text { for all } \lambda \in[0,1] \tag{3.15}
\end{equation*}
$$

due to the triangle inequality and the homogeneity of $\|\cdot\|$. Moreover, equality in (3.15) holds for all pairs of linearly dependent elements $u, v \in \mathcal{F}$ with $u=\alpha v$ for positive scalar $\alpha>0$, i.e., we have

$$
\begin{equation*}
\|\lambda \alpha v+(1-\lambda) v\|=\lambda\|\alpha v\|+(1-\lambda)\|v\| \quad \text { for all } \lambda \in[0,1] \tag{3.16}
\end{equation*}
$$

by the homogeneity of $\|\cdot\|$.
We introduce the notion of a strictly convex norm classically as follows.
Definition 3.24. A norm $\|\cdot\|$ is called strictly convex on $\mathcal{F}$, if the unit ball $\mathcal{B}=\{u \in \mathcal{F} \mid\|u\| \leq 1\} \subset \mathcal{F}$ is strictly convex.

As we will show, not every norm is strictly convex. But before we do so, our "classical" introduction for strictly convex norms in Definition 3.24 deserves a comment.

Remark 3.25. Had we introduced the strict convexity of $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ in Definition 3.22 in a straightforward manner through the inequality

$$
\begin{equation*}
\varphi(\lambda u+(1-\lambda) v)<\lambda \varphi(u)+(1-\lambda) \varphi(v) \quad \text { for all } \lambda \in(0,1) \tag{3.17}
\end{equation*}
$$

then no norm would be strictly convex in this particular sense! This important observation is verified by the counterexample in (3.16).

When working with strictly convex norms $\|\cdot\|$ (according to Definition 3.24), we can exclude non-uniqueness of best approximations, if $\mathcal{S} \subset \mathcal{F}$ is convex. To explain this, we need to further analyze strictly convex norms. To this end, we first prove the following useful characterization.

Theorem 3.26. Let $\mathcal{F}$ be a linear space with norm $\|\cdot\|$. Then the following statements are equivalent.
(a) The norm $\|\cdot\|$ is strictly convex.
(b) The unit ball $\mathcal{B}=\{u \in \mathcal{F} \mid\|u\| \leq 1\} \subset \mathcal{F}$ is strictly convex.
(c) The inequality $\|u+v\|<2$ holds for all $u \neq v$, with $\|u\|=\|v\|=1$.
(d) The equality $\|u+v\|=\|u\|+\|v\|, v \neq 0$, implies $u=\alpha v$ for some $\alpha \geq 0$.

Proof. Note that the equivalence $(a) \Leftrightarrow(b)$ holds by Definition 3.24.
$(b) \Rightarrow(c)$ : The strict convexity of $\mathcal{B}$ implies $\|(u+v) / 2\|<1$ for $u \neq v$ with $\|u\|=\|v\|=1$, and so in this case we have $\|u+v\|<2$.
$(c) \Rightarrow(d)$ : For $u=0$ statement (d) holds with $\alpha=0$. Now suppose $u, v \in$ $\mathcal{F} \backslash\{0\}$ satisfy $\|u+v\|=\|u\|+\|v\|$. Without loss of generality, we may assume $\|u\| \leq\|v\|$ (otherwise we swap $u$ and $v$ ). In this case, in the sequence of inequalities

$$
\begin{aligned}
2 & \geq\left\|\frac{u}{\|u\|}+\frac{v}{\|v\|}\right\|=\left\|\left(\frac{u}{\|u\|}+\frac{v}{\|u\|}\right)-\left(\frac{v}{\|u\|}-\frac{v}{\|v\|}\right)\right\| \\
& \geq\left\|\frac{u}{\|u\|}+\frac{v}{\|u\|}\right\|-\left\|\frac{v}{\|u\|}-\frac{v}{\|v\|}\right\|=\frac{\|u+v\|}{\|u\|}-\left|\frac{1}{\|u\|}-\frac{1}{\|v\|}\right|\|v\| \\
& =\frac{\|u\|+\|v\|}{\|u\|}-\left(\frac{1}{\|u\|}-\frac{1}{\|v\|}\right)\|v\|=2
\end{aligned}
$$

equality holds everywhere, in particular

$$
\left\|\frac{u}{\|u\|}+\frac{v}{\|v\|}\right\|=2 .
$$

From (c) we can conclude $u /\|u\|=v /\|v\|$ and therefore

$$
u=\alpha v \quad \text { for } \alpha=\frac{\|u\|}{\|v\|}>0
$$

$(d) \Rightarrow(b)$ : Suppose $u, v \in \mathcal{B}, u \neq v$, i.e., $\|u\| \leq 1$ and $\|v\| \leq 1$. Then we find for any $\lambda \in(0,1)$ the inequality

$$
\|\lambda u+(1-\lambda) v\| \leq \lambda\|u\|+(1-\lambda)\|v\|<1
$$

provided that $\|u\|<1$ or $\|v\|<1$. Otherwise, i.e., if $\|u\|=\|v\|=1$, we have

$$
\|\lambda u\|+\|(1-\lambda) v\|=\lambda\|u\|+(1-\lambda)\|v\|=1 \quad \text { for } \lambda \in(0,1)
$$

If $\|\lambda u+(1-\lambda) v\|=1$, then we have $\lambda u=\alpha(1-\lambda) v$ for one $\alpha>0$ from (d). Therefore, we have $u=v$, since $\|u\|=\|v\|$. This, however, is in contradiction to the assumption $u \neq v$. Therefore, we have, also for this case,

$$
\|\lambda u+(1-\lambda) v\|<1 \quad \text { for all } \lambda \in(0,1)
$$

Next, we make explicit examples of strictly convex norms. A first simple example is the absolute value $|\cdot|$, taken as a norm on $\mathbb{R}$.

Remark 3.27. The absolute value $|\cdot|$ is a strictly convex norm on $\mathbb{R}$. Indeed, in the equivalence (c) of Theorem 3.26 we can only use the two points $u=-1$ and $v=1$, where we have $|u+v|=0<2$. But note that the absolute value, when regarded as a function $|\cdot|: \mathbb{R} \longrightarrow \mathbb{R}$ is not strictly convex on $\mathbb{R}$.

Further examples are Euclidean norms.
Theorem 3.28. Every Euclidean norm is strictly convex.
Proof. Let $\mathcal{F}$ be a linear space with Euclidean norm $\|\cdot\|=(\cdot, \cdot)^{1 / 2}$. By Theorem 3.9, the parallelogram inequality (3.1) holds in $\mathcal{F}$, and so

$$
\left\|\frac{u+v}{2}\right\|^{2}+\left\|\frac{u-v}{2}\right\|^{2}=\frac{\|u\|^{2}}{2}+\frac{\|v\|^{2}}{2} \quad \text { for all } u, v \in \mathcal{F} .
$$

For $u, v \in \mathcal{F}, u \neq v$, with $\|u\|=\|v\|$ we thus have

$$
\left\|\frac{u+v}{2}\right\|^{2}<\|u\|^{2}=\|v\|^{2},
$$

or, $\|u+v\|<2$ for $\|u\|=\|v\|=1$.
By statement (c) in Theorem 3.26, we see that $\|\cdot\|$ is strictly convex.
Next, we regard the linear space of all bounded sequences,

$$
\ell^{\infty} \equiv \ell^{\infty}(\mathbb{R})=\left\{x=\left(x_{k}\right)_{k \in \mathbb{N}} \subset \mathbb{R}\left|\sup _{k \in \mathbb{N}}\right| x_{k} \mid<\infty\right\}
$$

equipped with the $\ell^{\infty}$-norm

$$
\|x\|_{\infty}:=\sup _{k \in \mathbb{N}}\left|x_{k}\right| \quad \text { for } x=\left(x_{k}\right)_{k \in \mathbb{N}} \in \ell^{\infty} .
$$

Moreover, we regard for $1 \leq p<\infty$ the linear subspaces

$$
\begin{equation*}
\ell^{p} \equiv \ell^{p}(\mathbb{R})=\left\{x=\left.\left(x_{k}\right)_{k \in \mathbb{N}} \subset \mathbb{R}\left|\sum_{k=1}^{\infty}\right| x_{k}\right|^{p}<\infty\right\} \subset \ell^{\infty}, \tag{3.18}
\end{equation*}
$$

equipped with the $\ell^{p}$-norm

$$
\|x\|_{p}:=\left(\sum_{k=1}^{\infty}\left|x_{k}\right|^{p}\right)^{1 / p} \quad \text { for } x=\left(x_{k}\right)_{k \in \mathbb{N}} \in \ell^{p}
$$

To further analyze the $\ell^{p}$-norms we prove the Hölder ${ }^{6}$ inequality.

## Theorem 3.29. (Hölder inequality, 1889).

Let $1<p, q<\infty$ satisfy $1 / p+1 / q=1$. Then, the Hölder inequality

$$
\begin{equation*}
\|x y\|_{1} \leq\|x\|_{p}\|y\|_{q} \quad \text { for all } x \in \ell^{p}, y \in \ell^{q} \tag{3.19}
\end{equation*}
$$

holds with equality in (3.19), if and only if either $x=0$ or $y=0$ or

$$
\begin{equation*}
\left|x_{k}\right|^{p-1}=\alpha\left|y_{k}\right| \quad \text { with } \alpha=\frac{\|x\|_{p}^{p-1}}{\|y\|_{q}}>0 \quad \text { for } y \neq 0 \tag{3.20}
\end{equation*}
$$

Proof. For $1<p, q<\infty$ with $1 / p+1 / q=1$ let

$$
x=\left(x_{k}\right)_{k \in \mathbb{N}} \in \ell^{p} \quad \text { and } \quad y=\left(y_{k}\right)_{k \in \mathbb{N}} \in \ell^{q} .
$$

For $x=0$ or $y=0$ the Hölder inequality (3.19) is trivial. Now suppose $x, y \neq 0$. Then, we find for $k \in \mathbb{N}$ the estimate

$$
\begin{equation*}
-\log \left(\frac{1}{p} \frac{\left|x_{k}\right|^{p}}{\|x\|_{p}^{p}}+\frac{1}{q} \frac{\left|y_{k}\right|^{q}}{\|y\|_{q}^{q}}\right) \leq-\frac{1}{p} \log \left(\frac{\left|x_{k}\right|^{p}}{\|x\|_{p}^{p}}\right)-\frac{1}{q} \log \left(\frac{\left|y_{k}\right|^{q}}{\|y\|_{q}^{q}}\right) \tag{3.21}
\end{equation*}
$$

by the Jensen inequality, Theorem 3.21 , here applied to the strictly convex function $-\log :(0, \infty) \longrightarrow \mathbb{R}$. This yields the Young ${ }^{7}$ inequality

$$
\begin{equation*}
\frac{\left|x_{k} y_{k}\right|}{\|x\|_{p}\|y\|_{q}}=\left(\frac{\left|x_{k}\right|^{p}}{\|x\|_{p}^{p}}\right)^{1 / p}\left(\frac{\left|y_{k}\right|^{q}}{\|y\|_{q}^{q}}\right)^{1 / q} \leq \frac{1}{p} \frac{\left|x_{k}\right|^{p}}{\|x\|_{p}^{p}}+\frac{1}{q} \frac{\left|y_{k}\right|^{q}}{\|y\|_{q}^{q}} \tag{3.22}
\end{equation*}
$$

Moreover, by Theorem 3.21, we have equality in (3.21), and therefore equality in (3.22), if and only if

$$
\begin{equation*}
\frac{\left|x_{k}\right|^{p}}{\|x\|_{p}^{p}}=\frac{\left|y_{k}\right|^{q}}{\|y\|_{q}^{q}} . \tag{3.23}
\end{equation*}
$$

By $q=p /(p-1)$ we see that (3.23) is equivalent to

[^13]\[

$$
\begin{equation*}
\frac{\left|x_{k}\right|}{\|x\|_{p}}=\left(\frac{\left|y_{k}\right|}{\|y\|_{q}}\right)^{1 /(p-1)} \tag{3.24}
\end{equation*}
$$

\]

Therefore, we have equality in (3.22), if and only if (3.20) holds. Summing up both sides in the Young inequality (3.22) over $k$, we find

$$
\sum_{k=1}^{\infty} \frac{\left|x_{k} y_{k}\right|}{\|x\|_{p}\|y\|_{q}} \leq \sum_{k=1}^{\infty} \frac{1}{p} \frac{\left|x_{k}\right|^{p}}{\|x\|_{p}^{p}}+\sum_{k=1}^{\infty} \frac{1}{q} \frac{\left|y_{k}\right|^{q}}{\|y\|_{q}^{q}}=\frac{1}{p}+\frac{1}{q}=1
$$

and this already proves the Hölder inequality (3.19), with equality, if and only if (3.20) holds for all $k \in \mathbb{N}$.

Now we can show the strict convexity of the $\ell^{p}$-norms, for $1<p<\infty$.
Theorem 3.30. For $1<p<\infty$, the $\ell^{p}$-norm $\|\cdot\|_{p}$ on $\ell^{p}$ is strictly convex.
Proof. For $1<p<\infty$, let $1<q<\infty$ be the conjugate Hölder exponent of $p$ satisfying $1 / p+1 / q=1$.

For

$$
x=\left(x_{k}\right)_{k \in \mathbb{N}} \quad \text { and } \quad y=\left(y_{k}\right)_{k \in \mathbb{N}} \in \ell^{p},
$$

where $x \neq y$ and $\|x\|_{p}=\|y\|_{p}=1$, we wish to prove the inequality

$$
\begin{equation*}
\|x+y\|_{p}<2 \tag{3.25}
\end{equation*}
$$

in which case the norm $\|\cdot\|_{p}$ would be strictly convex by the equivalence statement (c) in Theorem 3.26.

For $s_{k}:=\left|x_{k}+y_{k}\right|^{p-1}$ and $s:=\left(s_{k}\right)_{k \in \mathbb{N}} \in \ell^{q}$ we have

$$
\begin{align*}
\|x+y\|_{p}^{p} & =\sum_{k=1}^{\infty}\left|x_{k}+y_{k}\right|\left|s_{k}\right| \\
& \leq \sum_{k=1}^{\infty}\left(\left|x_{k}\right|\left|s_{k}\right|+\left|y_{k}\right|\left|s_{k}\right|\right)  \tag{3.26}\\
& \leq\|x\|_{p}\|s\|_{q}+\|y\|_{p}\|s\|_{q} \tag{3.27}
\end{align*}
$$

where we applied the Hölder inequality (3.19) in (3.27) twice.
By $p=(p-1) q$, we have

$$
\|s\|_{q}=\left(\sum_{k=1}^{\infty}\left|x_{k}+y_{k}\right|^{(p-1) q}\right)^{1 / q}=\left(\sum_{k=1}^{\infty}\left|x_{k}+y_{k}\right|^{p}\right)^{\frac{1}{p} \cdot \frac{p}{q}}=\|x+y\|_{p}^{p-1}
$$

and this implies, in combination with (3.27), the Minkowski ${ }^{8}$ inequality

[^14]$$
\|x+y\|_{p} \leq\|x\|_{p}+\|y\|_{p} \quad \text { for all } x, y \in \ell^{p},
$$
in particular,
$$
\|x+y\|_{p} \leq 2 \quad \text { for }\|x\|_{p}=\|y\|_{p}=1
$$

If $\|x+y\|_{p}=2$ for $\|x\|_{p}=\|y\|_{p}=1$, then we have equality in both (3.26) and (3.27). But equality in (3.27) is by (3.20) equivalent to the two conditions

$$
\left|x_{k}\right|^{p-1}=\alpha\left|s_{k}\right| \quad \text { and } \quad\left|y_{k}\right|^{p-1}=\alpha\left|s_{k}\right| \quad \text { with } \alpha=\frac{1}{\|s\|_{q}}
$$

which implies

$$
\left|x_{k}\right|=\left|y_{k}\right| \quad \text { for all } k \in \mathbb{N} .
$$

In this case, we have equality in (3.26), if and only if $\operatorname{sgn}\left(x_{k}\right)=\operatorname{sgn}\left(y_{k}\right)$, for all $k \in \mathbb{N}$, i.e., equality in (3.26) and (3.27) implies $x=y$.

Therefore, the inequality (3.25) holds for all $x \neq y$ with $\|x\|_{p}=\|y\|_{p}=1$.

Remark 3.31. Theorem 3.30 can be generalized to $\mathrm{L}^{p}$-norms,

$$
\|u\|_{p}:=\left(\int_{\mathbb{R}^{d}}|u(x)|^{p} \mathrm{~d} x\right)^{1 / p} \quad \text { for } u \in \mathrm{~L}^{p}
$$

for $1<p<\infty$, where $\mathrm{L}^{p} \equiv \mathrm{~L}^{p}\left(\mathbb{R}^{d}\right)$ is the linear space of all functions whose $p$-th power is Lebesgue ${ }^{9}$ integrable. Indeed, in this case (in analogy to Theorem 3.29) the Hölder inequality

$$
\|u v\|_{1} \leq\|u\|_{p}\|v\|_{q} \quad \text { for all } u \in \mathrm{~L}^{p}, v \in \mathrm{~L}^{q}
$$

holds for $1<p, q<\infty$ satisfying $1 / p+1 / q=1$. This implies (as in the proof of Theorem 3.30) the Minkowski inequality

$$
\|u+v\|_{p} \leq\|u\|_{p}+\|v\|_{p} \quad \text { for all } u, v \in \mathrm{~L}^{p}
$$

where for $1<p<\infty$ we have equality, if and only if $u=\alpha v$ for some $\alpha \geq 0$ (see [35, Theorem 12.6]). Therefore, the $\mathrm{L}^{p}$-norm $\|\cdot\|_{p}$, forr $1<p<\infty$, is by equivalence statement (d) in Theorem 3.26 strictly convex.

We can conclude our statement from Remark 3.31 as follows.
Theorem 3.32. For $1<p<\infty$, the $\mathrm{L}^{p}$-norm $\|\cdot\|_{p}$ on $\mathrm{L}^{p}$ is strictly convex.

But there are norms that are not strictly convex. Here are two examples.

[^15]Example 3.33. The $\ell^{1}$-norm $\|\cdot\|_{1}$ on $\ell^{1}$ in (3.18), defined as

$$
\|x\|_{1}=\sum_{k=1}^{\infty}\left|x_{k}\right| \quad \text { for } x=\left(x_{k}\right)_{k \in \mathbb{N}} \in \ell^{1}
$$

is not strictly convex, since the unit ball $\mathcal{B}_{1}=\left\{x \in \ell^{1} \mid\|x\|_{1} \leq 1\right\} \subset \ell^{1}$ is not strictly convex. Indeed, for any pair of two unit vectors $e_{j}, e_{k} \in \ell^{1}, j \neq k$, we have $\left\|e_{j}\right\|_{1}=\left\|e_{k}\right\|_{1}=1$ and

$$
\left\|\lambda e_{j}+(1-\lambda) e_{k}\right\|_{1}=\lambda+(1-\lambda)=1 \quad \text { for all } \lambda \in(0,1)
$$

Thus, by Theorem 3.26, statement (b), the $\ell^{1}$-norm $\|\cdot\|_{1}$ is not strictly convex.
Likewise, we show that for the linear space $\ell^{\infty}$ of all bounded sequences the $\ell^{\infty}$-norm $\|\cdot\|_{\infty}$, defined as

$$
\|x\|_{\infty}=\sup _{k \in \mathbb{N}}\left|x_{k}\right| \quad \text { for } x=\left(x_{k}\right)_{k \in \mathbb{N}} \in \ell^{\infty}
$$

is not strictly convex. This is because for any $e_{k} \in \ell^{\infty}, k \in \mathbb{N}$, and the constant sequence $\mathbf{1}=(1)_{k \in \mathbb{N}} \in \ell^{\infty}$, we have $\left\|e_{k}\right\|_{\infty}=\|\mathbf{1}\|_{\infty}=1$ and

$$
\left\|\lambda e_{k}+(1-\lambda) \mathbf{1}\right\|_{\infty}=1 \quad \text { for all } \lambda \in(0,1)
$$

Example 3.34. For the linear space $\mathscr{C}\left([0,1]^{d}\right)$ of all continuous functions on the unit cube $[0,1]^{d} \subset \mathbb{R}^{d}$, the maximum norm $\|\cdot\|_{\infty}$, defined as

$$
\|u\|_{\infty}=\max _{x \in[0,1]^{d}}|u(x)| \quad \text { for } u \in \mathscr{C}\left([0,1]^{d}\right)
$$

is not strictly convex. To see this we take a continuous function $u_{1} \in \mathscr{C}\left([0,1]^{d}\right)$ satisfying $\left\|u_{1}\right\|_{\infty}=1$ and another continuous function $u_{2} \in \mathscr{C}\left([0,1]^{d}\right)$ satisfying $\left\|u_{2}\right\|_{\infty}=1$, so that $\left|u_{1}\right|$ and $\left|u_{2}\right|$ attain their maximum on $[0,1]^{d}$ at one point $x^{*} \in[0,1]^{d}$, respectively, i.e.,

$$
\left\|u_{1}\right\|_{\infty}=\max _{x \in[0,1]^{d}}\left|u_{1}(x)\right|=\left|u_{1}\left(x^{*}\right)\right|=\left|u_{2}\left(x^{*}\right)\right|=\max _{x \in[0,1]^{d}}\left|u_{2}(x)\right|=\left\|u_{2}\right\|_{\infty}=1 .
$$

This then implies for $u_{\lambda}=\lambda u_{1}+(1-\lambda) u_{2} \in\left(u_{1}, u_{2}\right)$, with $\lambda \in(0,1)$,

$$
\left|u_{\lambda}(x)\right| \leq \lambda\left|u_{1}(x)\right|+(1-\lambda)\left|u_{2}(x)\right| \leq 1 \quad \text { for all } x \in[0,1]^{d}
$$

where equality holds for $x=x^{*}$, whereby $\left\|u_{\lambda}\right\|_{\infty}=1$ for all $\lambda \in(0,1)$.
In this case, the unit ball $\mathcal{B}=\left\{u \in \mathscr{C}\left([0,1]^{d}\right) \mid\|u\|_{\infty} \leq 1\right\}$ is not strictly convex, i.e., $\|\cdot\|_{\infty}$ is not strictly convex by statement (b) in Theorem 3.26.

To make an explicit example for the required functions $u_{1}$ and $u_{2}$, we take the geometric mean $u_{g} \in \mathscr{C}\left([0,1]^{d}\right)$ and the arithmetic mean $u_{a} \in \mathscr{C}\left([0,1]^{d}\right)$,

$$
u_{g}(x)=\sqrt[d]{x_{1} \cdot \ldots \cdot x_{d}} \leq \frac{x_{1}+\ldots+x_{d}}{d}=u_{a}(x)
$$

for $x=\left(x_{1}, \ldots, x_{d}\right) \in[0,1]^{d}$. Obviously, we have $\left\|u_{g}\right\|_{\infty}=\left\|u_{a}\right\|_{\infty}=1$, where $u_{g}$ and $u_{a}$ attain their unique maximum on $[0,1]^{d}$ at $\mathbf{1}=(1, \ldots, 1) \in[0,1]^{d}$.

Now we consider the Euclidean space $\mathbb{R}^{d}$, for $d \in \mathbb{N}$, as a linear subspace of the sequence space $\ell^{p}, 1 \leq p \leq \infty$, via the canonical embedding $i: \mathbb{R}^{d} \hookrightarrow \ell^{p}$,

$$
x=\left(x_{1}, \ldots, x_{d}\right)^{T} \in \mathbb{R}^{d} \longmapsto i(x)=\left(x_{1}, \ldots, x_{d}, 0, \ldots, 0, \ldots\right) \in \ell^{p} .
$$

This allows us to formulate the following statements concerning the strict convexity of the $\ell^{p}$-norms $\|\cdot\|_{p}$ on $\mathbb{R}^{d}$.

Corollary 3.35. For the $\ell^{p}$-norms $\|\cdot\|_{p}$ on $\mathbb{R}^{d}$, defined as

$$
\|x\|_{p}^{p}=\sum_{k=1}^{d}\left|x_{k}\right|^{p} \text { for } 1 \leq p<\infty \quad \text { and } \quad\|x\|_{\infty}=\max _{1 \leq k \leq d}\left|x_{k}\right|
$$

the following statements are true.
(a) For $1<p<\infty$, the $\ell^{p}$-norms $\|\cdot\|_{p}$ are strictly convex on $\mathbb{R}^{d}$.
(b) For $d>1$, the $\ell^{1}$-norm $\|\cdot\|_{1}$ is not strictly convex on $\mathbb{R}^{d}$.
(c) For $d>1$, the $\ell^{\infty}$-norm $\|\cdot\|_{\infty}$ is not strictly convex on $\mathbb{R}^{d}$.

Remark 3.36. In statements (b), (c) of Corollary 3.35, we excluded the case $d=1$, since in this univariate setting the norms $\|\cdot\|_{1}$ and $\|\cdot\|_{\infty}$ coincide with the strictly convex norm $|\cdot|$ on $\mathbb{R}$ (see Remark 3.27).

Now we formulate the main result of this section.
Theorem 3.37. Let $\mathcal{F}$ be a linear space, equipped with a strictly convex norm $\|\cdot\|$. Moreover, assume $\mathcal{S} \subset \mathcal{F}$ is convex and $f \in \mathcal{F}$. If there exists a best approximation $s^{*} \in \mathcal{S}$ to $f$, then $s^{*}$ is unique.

Proof. Suppose $s_{1}^{*}, s_{2}^{*} \in \mathcal{S}$ are two different best approximations to $f$ from $\mathcal{S}$, i.e., $s_{1}^{*} \neq s_{2}^{*}$. Then we have

$$
\left\|s_{1}^{*}-f\right\|=\left\|s_{2}^{*}-f\right\|=\inf _{s \in \mathcal{S}}\|s-f\|,
$$

which, in combination with the strict convexity of the norm $\|\cdot\|$, implies

$$
\begin{equation*}
\left\|\frac{s_{1}^{*}+s_{2}^{*}}{2}-f\right\|=\left\|\frac{\left(s_{1}^{*}-f\right)+\left(s_{2}^{*}-f\right)}{2}\right\|<\left\|s_{1}^{*}-f\right\|=\left\|s_{2}^{*}-f\right\| \tag{3.28}
\end{equation*}
$$

Due to the assumed convexity for $\mathcal{S}$, the element $s^{*}=\left(s_{1}^{*}+s_{2}^{*}\right) / 2$ lies in $\mathcal{S}$. Moreover, $s^{*}$ is closer to $f$ than $s_{1}^{*}$ and $s_{2}^{*}$, by (3.28). But this is in contradiction to the optimality of $s_{1}^{*}$ and $s_{2}^{*}$.

We remark that the strict convexity of the norm $\|\cdot\|$ gives, in combination with the convexity of $\mathcal{S} \subset \mathcal{F}$, only a sufficient condition for the uniqueness of the best approximation. Now we show that this condition is not necessary. To this end, we make a simple example.

Example 3.38. We regard the maximum norm $\|\cdot\|_{\infty}$ on $\mathcal{F}=\mathbb{R}^{2}$. Moreover, we let $f=(0,1) \in \mathbb{R}^{2}$ and $\mathcal{S}=\{(\alpha, \alpha) \mid \alpha \in \mathbb{R}\} \subset \mathbb{R}^{2}$. Then, $s^{*}=\left(\frac{1}{2}, \frac{1}{2}\right) \in \mathcal{S}$ is the unique best approximation to $f$ from $\mathcal{S}$ with respect to $\|\cdot\|_{\infty}$, although $\|\cdot\|_{\infty}$ is not stricty convex (see Figure 3.5).


Fig. 3.5. $s^{*}=\left(\frac{1}{2}, \frac{1}{2}\right) \in \mathcal{S}=\{(\alpha, \alpha) \mid \alpha \in \mathbb{R}\}$ is the unique best approximation to $f=(0,1)$ w.r.t. $\|\cdot\|_{\infty}$, although $\|\cdot\|_{\infty}$ is not strictly convex (see Example 3.38).

We finally summarize our discussion concerning the uniqueness of best approximations, where we note three immediate conclusions from Theorem 3.37.

Corollary 3.39. Let $\mathcal{F}$ be a Euclidean space and $\mathcal{S} \subset \mathcal{F}$ be convex. Then there is for any $f \in \mathcal{F}$ at most one best approximation $s^{*} \in \mathcal{S}$ to $f$.

Corollary 3.40. Let $\mathcal{S} \subset \mathrm{L}^{p}$ be convex for $1<p<\infty$. Then there is for any $f \in \mathrm{~L}^{p}$ at most one best approximation $s^{*} \in \mathcal{S}$ to $f$ w.r.t. $\|\cdot\|_{p}$.

Corollary 3.41. Let $\mathcal{S} \subset \ell^{p}$ be convex for $1<p<\infty$. Then there is for any $f \in \ell^{p}$ at most one best approximation $s^{*} \in \mathcal{S}$ to $f$ w.r.t. $\|\cdot\|_{p}$.

We finally formulate an important result concerning the approximation of continuous functions from $\mathscr{C}[-1,1]$ by approximation spaces $\mathcal{S} \subset \mathscr{C}[-1,1]$ that are invariant under reflections of the argument (in short: reflectioninvariant), i.e., for any $s(x) \in \mathcal{S}$ the function $s(-x)$ lies also in $\mathcal{S}$. For example, the linear space $\mathcal{P}_{n}$ of all algebraic polynomials of degree at most $n \in \mathbb{N}_{0}$ is reflection-invariant. For the following observation, the uniqueness of the best approximation plays an important role.

Proposition 3.42. Let $f \in \mathscr{C}[-1,1]$ be an even function and, moreover, let $\mathcal{S} \subset \mathscr{C}[-1,1]$ be a reflection-invariant subset of $\mathscr{C}[-1,1]$. If there exists a unique best approximation $s_{p}^{*} \in \mathcal{S}$ to $f$ with respect to the $\mathrm{L}^{p}$-norm $\|\cdot\|_{p}$, for $1 \leq p \leq \infty$, then $s_{p}^{*}$ to $f$ is an even function.
Proof. Let $f \in \mathscr{C}[-1,1]$ be an even function, i.e., $f(x)=f(-x)$ for all $x \in[-1,1]$. Moreover, let $s_{p}^{*} \in \mathcal{S}$ be the unique best approximation to $f$ with respect to $\|\cdot\|_{p}$, for $1 \leq p \leq \infty$. We regard the reflected function $r_{p}^{*}$ for $s_{p}^{*}$, defined as

$$
r_{p}^{*}(x)=s_{p}^{*}(-x) \quad \text { for } x \in[-1,1] .
$$

By our assumption we have $r_{p}^{*}$ in $\mathcal{S}$.
Case $p=\infty$ : For the distance between $r_{\infty}^{*}$ and $f$ with respect to $\|\cdot\|_{\infty}$,

$$
\begin{aligned}
\left\|r_{\infty}^{*}-f\right\|_{\infty} & =\max _{x \in[-1,1]}\left|r_{\infty}^{*}(x)-f(x)\right|=\max _{x \in[-1,1]}\left|r_{\infty}^{*}(-x)-f(-x)\right| \\
& =\max _{x \in[-1,1]}\left|s_{\infty}^{*}(x)-f(x)\right|=\left\|s_{\infty}^{*}-f\right\|_{\infty}=\eta_{\infty}(f, \mathcal{S}),
\end{aligned}
$$

we obtain the minimal distance between $f$ and $\mathcal{S}$ with respect to $\|\cdot\|_{\infty}$, i.e., $r_{\infty}^{*} \in \mathcal{S}$ is the best approximation to $f$. Now the uniqueness of the best approximation implies our statement $s_{\infty}^{*}(x)=r_{\infty}^{*}(x)$, or, $s_{\infty}^{*}(x)=s_{\infty}^{*}(-x)$ for all $x \in[-1,1]$, i.e., $s_{\infty}^{*}$ is an even function on $[-1,1]$.

Case $1 \leq p<\infty$ : In this case, we regard the distance between $r_{p}^{*}$ and $f$ in the $\mathrm{L}^{p}$-Norm,

$$
\begin{aligned}
\left\|r_{p}^{*}-f\right\|_{p}^{p} & =\int_{-1}^{1}\left|r_{p}^{*}(x)-f(x)\right|^{p} \mathrm{~d} x=\int_{-1}^{1}\left|r_{p}^{*}(-x)-f(-x)\right|^{p} \mathrm{~d} x \\
& =\int_{-1}^{1}\left|s_{p}^{*}(x)-f(x)\right|^{p} \mathrm{~d} x=\left\|s_{p}^{*}-f\right\|_{p}^{p}=\eta_{p}^{p}(f, \mathcal{S})
\end{aligned}
$$

whereby we get the minimal distance $\eta_{p}(f, \mathcal{S})$ between $f$ and $\mathcal{S}$ with respect to $\|\cdot\|_{p}$. Again, by the uniqueness of the best approximation we obtain the stated result by

$$
s_{p}^{*}(x)=r_{p}^{*}(x)=s_{p}^{*}(-x) \quad \text { for all } x \in[-1,1] .
$$

For an alternative proof of Proposition 3.42, we refer to Exercise 3.74.

### 3.3 Dual Characterization

In this section and in the following section, we develop necessary and sufficient conditions to characterize best approximations. We begin with dual characterizations. To this end, let $\mathcal{F}$ be a normed linear space. We introduce the topological dual, or, the dual space of $\mathcal{F}$ as usual by

$$
\mathcal{F}^{\prime}=\{\varphi: \mathcal{F} \longrightarrow \mathbb{R} \mid \varphi \text { linear and continuous }\}
$$

The elements from the linear space $\mathcal{F}^{\prime}$ are called dual functionals. On this occasion, we recall the notions of linearity, continuity and boundedness of functionals. We start with linearity.

Definition 3.43. A functional $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ is called linear on $\mathcal{F}$, if

$$
\varphi(\alpha u+\beta v)=\alpha \varphi(u)+\beta \varphi(v) \quad \text { for all } u, v \in \mathcal{F} \text { and all } \alpha, \beta \in \mathbb{R}
$$

We had introduced continuity already in Definition 3.3. Next, we turn to the boundedness of functionals. In the following discussion, $\mathcal{F}$ denotes a linear space with norm $\|\cdot\|$.

Definition 3.44. A functional $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ is said to be bounded on $\mathcal{F}$, if there exists a constant $C \equiv C_{\varphi}>0$ satisfying

$$
\begin{equation*}
|\varphi(u)| \leq C\|u\| \quad \text { for all } u \in \mathcal{F} \tag{3.29}
\end{equation*}
$$

We call such a constant $C$ upper bound for $\varphi$.
Now we can introduce a norm for the dual space $\mathcal{F}^{\prime}$, by using the norm $\|\cdot\|$ of $\mathcal{F}$. To this end, we take for any functional $\varphi \in \mathcal{F}^{\prime}$ the smallest upper bound $C \equiv C_{\varphi}$ in (3.29). To be more precise on this, we define by

$$
\|\varphi\|=\sup _{\substack{u \in \mathcal{F} \\ u \neq 0}} \frac{|\varphi(u)|}{\|u\|}=\sup _{\substack{u \in \mathcal{F} \\\|u\|=1}}|\varphi(u)|
$$

a mapping $\|\cdot\|: \mathcal{F}^{\prime} \longrightarrow \mathbb{R}$. As it can be verified by elementary calculations, $\|\cdot\|$ is a norm on $\mathcal{F}^{\prime}$, according to Definition 1.1. In other words, the dual space $\mathcal{F}^{\prime}$ is a linear space with norm $\|\cdot\|$.

The following result for linear functionals is quite important.
Theorem 3.45. For a linear functional $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$, the following statements are equivalent.
(a) $\varphi$ is continuous at one $u_{0} \in \mathcal{F}$.
(b) $\varphi$ is continuous on $\mathcal{F}$.
(c) $\varphi$ is bounded on $\mathcal{F}$.

Proof. $(a) \Rightarrow(b)$ : Let $\varphi$ be continuous at $u_{0} \in \mathcal{F}$, and, moreover, let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a convergent sequence in $\mathcal{F}$ with limit $u \in \mathcal{F}$. Then we have
$\varphi\left(u_{n}\right)=\varphi\left(u_{n}-u+u_{0}\right)+\varphi\left(u-u_{0}\right) \longrightarrow \varphi\left(u_{0}\right)+\varphi\left(u-u_{0}\right)=\varphi(u) \quad$ for $n \rightarrow \infty$.
Therefore, $\varphi$ is continuous at every $u \in \mathcal{F}$, i.e., $\varphi$ is continuous on $\mathcal{F}$.
The implication $(b) \Rightarrow(a)$ is trivial, so the equivalence $(a) \Leftrightarrow(b)$ is shown.
$(c) \Rightarrow(b)$ : Let $\varphi$ be bounded on $\mathcal{F}$, i.e., we have (3.29) for some $C>0$. This implies $\varphi\left(u_{n}\right) \longrightarrow 0, n \rightarrow \infty$, for every zero sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{F}$, and so $\varphi$ is continuous at zero. By the equivalence $(a) \Leftrightarrow(b)$ is $\varphi$ continuous on $\mathcal{F}$.
$(b) \Rightarrow(c)$ : Let $\varphi$ be continuous on $\mathcal{F}$. Suppose $\varphi$ is not bounded on $\mathcal{F}$. Then, there is a sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{F}$ satisfying

$$
\left\|u_{n}\right\|=1 \quad \text { and } \quad\left|\varphi\left(u_{n}\right)\right|>n \quad \text { for all } n \in \mathbb{N}
$$

since otherwise there would exist an upper bound $N \in \mathbb{N}$ for $\varphi$ (i.e., $\varphi$ would be bounded). In this case, the sequence $\left(v_{n}\right)_{n \in \mathbb{N}}$, defined as

$$
v_{n}=\frac{u_{n}}{\left|\varphi\left(u_{n}\right)\right|} \quad \text { for } n \in \mathbb{N}
$$

is a zero sequence in $\mathcal{F}$ by

$$
\left\|v_{n}\right\|=\frac{1}{\left|\varphi\left(u_{n}\right)\right|} \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

and so, by continuity of $\varphi$, we have

$$
\varphi\left(v_{n}\right) \longrightarrow \varphi(0)=0 \quad \text { for } n \rightarrow \infty .
$$

But this is in contradiction to $\left|\varphi\left(v_{n}\right)\right|=1$ for all $n \in \mathbb{N}$.
Now we are in a position where we can formulate a sufficient condition for the dual characterization of best approximations.

Theorem 3.46. Let $\mathcal{S} \subset \mathcal{F}$ be a non-empty subset of $\mathcal{F}$. Moreover, let $f \in \mathcal{F}$ and $s^{*} \in \mathcal{S}$. Suppose that $\varphi \in \mathcal{F}^{\prime}$ is a dual functional satisfying the following properties.
(a) $\|\varphi\|=1$.
(b) $\varphi\left(s^{*}-f\right)=\left\|s^{*}-f\right\|$.
(c) $\varphi\left(s-s^{*}\right) \geq 0$ for all $s \in \mathcal{S}$.

Then $s^{*}$ is a best approximation to $f$.
Proof. For $s \in \mathcal{S}$, we have $\varphi(s-f) \leq\|s-f\|$, due to (a). Moreover, we have

$$
\|s-f\| \geq \varphi(s-f)=\varphi\left(s-s^{*}\right)+\varphi\left(s^{*}-f\right) \geq\left\|s^{*}-f\right\|
$$

by (b) and (c). Therefore, $s^{*}$ is a best approximation to $f$.

Note that the above characterization in Theorem 3.46 only requires $\mathcal{S}$ to be non-empty. However, if we assume $\mathcal{S} \subset \mathcal{F}$ to be convex, then we can show that the sufficient condition in Theorem 3.46 is also necessary. To this end, we need the following separation theorem for convex sets, which can be viewed as a geometric implication from the well-known Hahn ${ }^{10}$-Banach ${ }^{11}$ theorem (see [33, Section 16.1]) which was proven by Mazur ${ }^{12}$ in [3].

Theorem 3.47. (Banach-Mazur separation theorem, 1933).
Let $\mathcal{K}_{1}, \mathcal{K}_{2} \subset \mathcal{F}$ be two non-empty, disjoint and convex subsets in a normed linear space $\mathcal{F}$. Moreover, suppose $\mathcal{K}_{1}$ is an open set. Then there exists a separating functional $\varphi \in \mathcal{F}^{\prime}$ for $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$, i.e., we have

$$
\varphi\left(u_{1}\right)<\varphi\left(u_{2}\right) \quad \text { for all } u_{1} \in \mathcal{K}_{1}, u_{2} \in \mathcal{K}_{2}
$$

On the Banach-Mazur separation theorem, we can formulate a sufficient and necessary condition for the dual characterization of best approximations.

Theorem 3.48. Let $\mathcal{S} \subset \mathcal{F}$ be a convex set in $\mathcal{F}$. Moreover, suppose $f \in$ $\mathcal{F} \backslash \mathcal{S}$. Then, $s^{*} \in \mathcal{S}$ is a best approximation to $f$, if and only if there exists a dual functional $\varphi \in \mathcal{F}^{\prime}$ satisfying the following properties.
(a) $\|\varphi\|=1$.
(b) $\varphi\left(s^{*}-f\right)=\left\|s^{*}-f\right\|$.
(c) $\varphi\left(s-s^{*}\right) \geq 0$ for all $s \in \mathcal{S}$.

Proof. Note that the sufficiency of the statement is covered by Theorem 3.46.
To prove the necessity, suppose that $s^{*} \in \mathcal{S}$ is a best approximation to $f$. Regard the open ball

$$
\mathcal{B}_{\eta}(f)=\left\{u \in \mathcal{F} \mid\|u-f\|<\left\|s^{*}-f\right\|\right\} \subset \mathcal{F}
$$

around $f$ with radius $\eta=\left\|s^{*}-f\right\|$. Note that for $\mathcal{K}_{1}=\mathcal{B}_{\eta}(f)$ and $\mathcal{K}_{2}=\mathcal{S}$ the assumptions of the Banach-Mazur separation theorem, Theorem 3.47, are satisfied. Therefore, there is a separating functional $\varphi \in \mathcal{F}^{\prime}$ with

$$
\begin{equation*}
\varphi(u)<\varphi(s) \quad \text { for all } u \in \mathcal{B}_{\eta}(f) \text { and } s \in \mathcal{S} \tag{3.30}
\end{equation*}
$$

Now let $\left(u_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{B}_{\eta}(f)$ be a convergent sequence with limit element $s^{*}$, i.e., $u_{n} \longrightarrow s^{*}$ for $n \rightarrow \infty$. By the continuity of $\varphi$, this implies

$$
\varphi\left(u_{n}\right) \longrightarrow \varphi\left(s^{*}\right)=\inf _{s \in \mathcal{S}} \varphi(s)
$$

[^16]i.e., $\varphi\left(s^{*}\right) \leq \varphi(s)$ for all $s \in \mathcal{S}$, and so $\varphi$ has property (c).

To show properties (a) and (b), let $v \in \mathcal{F}$ with $\|v\|<1$. Then, $u=\eta v+f$ lies in $\mathcal{B}_{\eta}(f)$. With (3.30) and by the linearity of $\varphi$, we have

$$
\varphi(v)=\varphi\left(\frac{u-f}{\left\|s^{*}-f\right\|}\right)<\varphi\left(\frac{s^{*}-f}{\left\|s^{*}-f\right\|}\right)
$$

This implies

$$
\|\varphi\|=\sup _{\|v\| \leq 1}|\varphi(v)| \leq \varphi\left(\frac{s^{*}-f}{\left\|s^{*}-f\right\|}\right)
$$

and, moreover, by using the continuity of $\varphi$ once more, we have

$$
\|\varphi\|=\frac{\varphi\left(s^{*}-f\right)}{\left\|s^{*}-f\right\|} \quad \Longleftrightarrow \quad \varphi\left(s^{*}-f\right)=\|\varphi\| \cdot\left\|s^{*}-f\right\| .
$$

If we finally normalize the length of $\varphi \neq 0$, by scaling $\varphi$ to unit norm, i.e., $\|\varphi\|=1$, then $\varphi$ satisfies properties (a) and (b).

### 3.4 Direct Characterization

In this section, we develop necessary and sufficient conditions for the minimization of convex functionals. We then apply these conditions to norms to obtain useful characterizations for best approximations. To this end, we work with Gâteaux ${ }^{13}$ derivatives to compute directional derivatives for relevant norms. In the following discussion, $\mathcal{F}$ denotes a linear space.

Definition 3.49. For a functional $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$,

$$
\begin{equation*}
\varphi_{+}^{\prime}(u, v):=\lim _{h \searrow 0} \frac{1}{h}(\varphi(u+h v)-\varphi(u)) \quad \text { for } u, v \in \mathcal{F} \tag{3.31}
\end{equation*}
$$

is said to be the Gâteaux derivative of $\varphi$ at $u$ in direction $v$, provided that the limit on the right hand side in (3.31) exists.

For convex functionals $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ we can show that the limit on the right hand side in (3.31) exists.

Theorem 3.50. Let $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ be a convex functional. Then, the Gâteaux derivative $\varphi_{+}^{\prime}(u, v)$ exists for all $u, v \in \mathcal{F}$. Moreover, the inequality

$$
-\varphi_{+}^{\prime}(u,-v) \leq \varphi_{+}^{\prime}(u, v) \quad \text { for all } u, v \in \mathcal{F}
$$

holds.
${ }^{13}$ René GÂteaux (1889-1914), French mathematician

Proof. Let $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ be a convex functional. We show that for any $u, v \in \mathcal{F}$ the difference quotient $D_{u, v}:(0, \infty) \longrightarrow \mathbb{R}$, defined as

$$
\begin{equation*}
D_{u, v}(h)=\frac{1}{h}(\varphi(u+h v)-\varphi(u)) \quad \text { for } h>0 \tag{3.32}
\end{equation*}
$$

is a monotonically increasing function in $h>0$, which, moreover, is bounded below. To verify the monotonicity, we regard the convex combination

$$
u+h_{1} v=\frac{h_{2}-h_{1}}{h_{2}} u+\frac{h_{1}}{h_{2}}\left(u+h_{2} v\right) \quad \text { for } h_{2}>h_{1}>0
$$

The convexity of $\varphi$ then implies the inequality

$$
\varphi\left(u+h_{1} v\right) \leq \frac{h_{2}-h_{1}}{h_{2}} \varphi(u)+\frac{h_{1}}{h_{2}} \varphi\left(u+h_{2} v\right)
$$

and, after elementary calculations, the monotonicity

$$
D_{u, v}\left(h_{1}\right)=\frac{1}{h_{1}}\left(\varphi\left(u+h_{1} v\right)-\varphi(u)\right) \leq \frac{1}{h_{2}}\left(\varphi\left(u+h_{2} v\right)-\varphi(u)\right)=D_{u, v}\left(h_{2}\right)
$$

If we now form the convex combination

$$
u=\frac{h_{2}}{h_{1}+h_{2}}\left(u-h_{1} v\right)+\frac{h_{1}}{h_{1}+h_{2}}\left(u+h_{2} v\right) \quad \text { for } h_{1}, h_{2}>0
$$

we obtain, by using the convexity of $\varphi$, the inequality

$$
\varphi(u) \leq \frac{h_{2}}{h_{1}+h_{2}} \varphi\left(u-h_{1} v\right)+\frac{h_{1}}{h_{1}+h_{2}} \varphi\left(u+h_{2} v\right)
$$

and, after elementary calculations, we obtain the estimate

$$
\begin{align*}
-D_{u,-v}\left(h_{1}\right) & =-\frac{1}{h_{1}}\left(\varphi\left(u-h_{1} v\right)-\varphi(u)\right) \\
& \leq \frac{1}{h_{2}}\left(\varphi\left(u+h_{2} v\right)-\varphi(u)\right)=D_{u, v}\left(h_{2}\right) . \tag{3.33}
\end{align*}
$$

This implies that the monotonically increasing difference quotient $D_{u, v}$ is bounded from below for all $u, v \in \mathcal{F}$. In particular, $D_{u,-v}$ is a monotonically increasing function that is bounded from below. Therefore, the Gâteaux derivatives $\varphi_{+}^{\prime}(u, v)$ and $\varphi_{+}^{\prime}(u,-v)$ exist. By (3.33), we finally have

$$
-\frac{1}{h}(\varphi(u-h v)-\varphi(u)) \leq-\varphi_{+}^{\prime}(u,-v) \leq \varphi_{+}^{\prime}(u, v) \leq \frac{1}{h}(\varphi(u+h v)-\varphi(u))
$$

for all $h>0$, as stated.
Now we note a few elementary properties of the Gâteaux derivative.

Theorem 3.51. Let $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ be a convex functional. Then the Gâteaux derivative $\varphi_{+}^{\prime}$ of $\varphi$ has for all $u, v, w \in \mathcal{F}$ the following properties.
(a) $\varphi_{+}^{\prime}(u, \alpha v)=\alpha \varphi_{+}^{\prime}(u, v)$ for all $\alpha \geq 0$.
(b) $\varphi_{+}^{\prime}(u, v+w) \leq \varphi_{+}^{\prime}(u, v)+\varphi_{+}^{\prime}(u, w)$.
(c) $\varphi_{+}^{\prime}(u, \cdot): \mathcal{F} \longrightarrow \mathbb{R}$ is a convex functional.

Proof. (a): The case $\alpha=0$ is trivial. For $\alpha>0$ we have

$$
\begin{aligned}
\varphi_{+}^{\prime}(u, \alpha v) & =\lim _{h \searrow 0} \frac{1}{h}(\varphi(u+h \alpha v)-\varphi(u)) \\
& =\alpha \lim _{h \searrow 0} \frac{1}{h \alpha}(\varphi(u+h \alpha v)-\varphi(u))=\alpha \varphi_{+}^{\prime}(u, v) .
\end{aligned}
$$

(b): The representation

$$
u+h(v+w)=\frac{1}{2}(u+2 h v)+\frac{1}{2}(u+2 h w)
$$

in combination with the convexity of $\varphi$, implies

$$
\begin{aligned}
\varphi_{+}^{\prime}(u, v+w) & =\lim _{h \searrow 0} \frac{1}{h}(\varphi(u+h(v+w))-\varphi(u)) \\
& \leq \lim _{h \searrow 0} \frac{1}{h}\left(\frac{1}{2} \varphi(u+2 h v)+\frac{1}{2} \varphi(u+2 h w)-\varphi(u)\right) \\
& =\lim _{h \searrow 0} \frac{1}{2 h}(\varphi(u+2 h v)-\varphi(u))+\lim _{h \searrow 0} \frac{1}{2 h}(\varphi(u+2 h w)-\varphi(u)) \\
& =\varphi_{+}^{\prime}(u, v)+\varphi_{+}^{\prime}(u, w) .
\end{aligned}
$$

(c): For $u \in \mathcal{F}$, the Gâteaux derivative $\varphi_{+}^{\prime}(u, \cdot): \mathcal{F} \longrightarrow \mathbb{R}$ is convex, since

$$
\begin{aligned}
\varphi_{+}^{\prime}(u, \lambda v+(1-\lambda) w) & \leq \varphi_{+}^{\prime}(u, \lambda v)+\varphi_{+}^{\prime}(u,(1-\lambda) w) \\
& =\lambda \varphi_{+}^{\prime}(u, v)+(1-\lambda) \varphi_{+}^{\prime}(u, w)
\end{aligned}
$$

holds for all $\lambda \in[0,1]$, by using properties (a) and (b).
Remark 3.52. By the properties (a) and (b) in Theorem 3.51, we call the functional $\varphi_{+}^{\prime}(u, \cdot): \mathcal{F} \longrightarrow \mathbb{R}$ sublinear. We can show that the sublinearity of $\varphi_{+}^{\prime}(u, \cdot)$, for all $u \in \mathcal{F}$, in combination with the inequality

$$
\varphi_{+}^{\prime}(u, v-u) \leq \varphi(v)-\varphi(u) \quad \text { for all } u, v \in \mathcal{F}
$$

implies the convexity of $\varphi$. To see this, we refer to Exercise 3.80.
Now we show further elementary properties of the Gâteaux derivative.

Theorem 3.53. Let $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ be a continuous functional. Suppose that for $u, v \in \mathcal{F}$ the Gâteaux derivative $\varphi_{+}^{\prime}(u, v)$ exists. Moreover, suppose that $F: \mathbb{R} \longrightarrow \mathbb{R}$ has a continuous derivative, i.e., $F \in \mathscr{C}^{1}(\mathbb{R})$. Then the Gâteaux derivative $(F \circ \varphi)_{+}^{\prime}(u, v)$ of the composition $F \circ \varphi: \mathcal{F} \longrightarrow \mathbb{R}$ exists at $u$ in direction $v$, and, moreover, the chain rule

$$
\begin{equation*}
(F \circ \varphi)_{+}^{\prime}(u, v)=F^{\prime}(\varphi(u)) \cdot \varphi_{+}^{\prime}(u, v) \tag{3.34}
\end{equation*}
$$

holds.
Proof. For $x:=\varphi(u)$ and $x_{h}:=\varphi(u+h v)$, for $h>0$, we let

$$
G\left(x_{h}\right):=\left\{\begin{array}{cl}
\frac{F\left(x_{h}\right)-F(x)}{x_{h}-x} & \text { for } x_{h} \neq x, \\
F^{\prime}(x) & \text { for } x_{h}=x .
\end{array}\right.
$$

By the continuity of $\varphi$ we have $x_{h} \longrightarrow x$ for $h \searrow 0$. Since $F \in \mathscr{C}^{1}(\mathbb{R})$ this implies

$$
F^{\prime}(x)=\lim _{x_{h} \rightarrow x} G\left(x_{h}\right)=\lim _{h \searrow 0} G(\varphi(u+h v))=F^{\prime}(\varphi(u))
$$

Moreover, we have

$$
F\left(x_{h}\right)-F(x)=G\left(x_{h}\right)\left(x_{h}-x\right) \quad \text { for all } h>0
$$

This finally implies

$$
\begin{aligned}
(F \circ \varphi)_{+}^{\prime}(u, v) & =\lim _{h \searrow 0} \frac{1}{h}(F(\varphi(u+h v))-F(\varphi(u))) \\
& =\lim _{h \searrow 0} \frac{1}{h}\left(F\left(x_{h}\right)-F(x)\right) \\
& =\lim _{h \searrow 0} G\left(x_{h}\right) \cdot \lim _{h \searrow 0} \frac{1}{h}\left(x_{h}-x\right) \\
& =\lim _{h \searrow 0} G(\varphi(u+h v)) \cdot \lim _{h \searrow 0} \frac{1}{h}(\varphi(u+h v)-\varphi(u)) \\
& =F^{\prime}(\varphi(u)) \cdot \varphi_{+}^{\prime}(u, v),
\end{aligned}
$$

proving both the existence of $(F \circ \varphi)_{+}^{\prime}(u, v)$ and the chain rule in (3.34).
We now formulate a fundamental sufficient and necessary condition for the characterization of minima for convex functionals.

Theorem 3.54. Let $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ be a convex functional. Moreover, let $\mathcal{K} \subset \mathcal{F}$ be convex and $u_{0} \in \mathcal{K}$. Then the following statements are equivalent.
(a) $\varphi\left(u_{0}\right)=\inf _{u \in \mathcal{K}} \varphi(u)$.
(b) $\varphi_{+}^{\prime}\left(u_{0}, u-u_{0}\right) \geq 0$ for all $u \in \mathcal{K}$.

Proof. $(b) \Rightarrow(a)$ : Suppose $\varphi_{+}^{\prime}\left(u_{0}, u-u_{0}\right) \geq 0$ for $u \in \mathcal{K}$. Then we have, due to the monotonicity of the difference quotient $D_{u_{0}, u-u_{0}}$ in (3.32), in particular for $h=1$,

$$
0 \leq \varphi_{+}^{\prime}\left(u_{0}, u-u_{0}\right) \leq \varphi\left(u_{0}+\left(u-u_{0}\right)\right)-\varphi\left(u_{0}\right)=\varphi(u)-\varphi\left(u_{0}\right)
$$

and thus $\varphi(u) \geq \varphi\left(u_{0}\right)$.
$(a) \Rightarrow(b)$ : Suppose $\varphi\left(u_{0}\right)=\inf _{u \in \mathcal{K}} \varphi(u)$.
Then for $u \in \mathcal{K}$ and small enough $h>0$ the inequality

$$
\frac{1}{h}\left(\varphi\left(u_{0}+h\left(u-u_{0}\right)\right)-\varphi\left(u_{0}\right)\right) \geq 0
$$

holds, since, due to convexity of $\mathcal{K}$, we have

$$
u_{0}+h\left(u-u_{0}\right)=h u+(1-h) u_{0} \in \mathcal{K} \quad \text { for all } h \in(0,1)
$$

This finally implies

$$
\varphi_{+}^{\prime}\left(u_{0}, u-u_{0}\right)=\lim _{h \searrow 0} \frac{1}{h}\left(\varphi\left(u_{0}+h\left(u-u_{0}\right)\right)-\varphi\left(u_{0}\right)\right) \geq 0 .
$$

Now we wish to use the conditions from Theorem 3.54 to derive direct characterizations of best approximations to $f \in \mathcal{F}$. To this end, we regard the distance functional $\varphi_{f}: \mathcal{F} \longrightarrow \mathbb{R}$, defined as

$$
\varphi_{f}(v)=\|v-f\| \quad \text { for } v \in \mathcal{F}
$$

Note that the distance functional $\varphi_{f}$ is, as a composition between two continuous functionals, namely the translation about $f$ and the norm $\|\cdot\|$, a continuous functional. Moreover, $\varphi_{f}: \mathcal{F} \longrightarrow \mathbb{R}$ is convex. Indeed, for $\lambda \in[0,1]$ and $v_{1}, v_{2} \in \mathcal{F}$ we have

$$
\begin{aligned}
& \varphi_{f}\left(\lambda v_{1}+(1-\lambda) v_{2}\right) \\
& =\left\|\lambda v_{1}+(1-\lambda) v_{2}-f\right\|=\left\|\lambda\left(v_{1}-f\right)+(1-\lambda)\left(v_{2}-f\right)\right\| \\
& \leq \lambda\left\|v_{1}-f\right\|+(1-\lambda)\left\|v_{2}-f\right\|=\lambda \varphi_{f}\left(v_{1}\right)+(1-\lambda) \varphi_{f}\left(v_{2}\right) .
\end{aligned}
$$

Therefore, $\varphi_{f}$ has a Gâteaux derivative, for which the chain rule (3.34) holds.
Now the direct characterization from Theorem 3.54 can be applied to the distance functional $\varphi_{f}$. This leads us to a corresponding equivalence, which is referred to as Kolmogorov ${ }^{14}$ criterion.

For the Gâteaux derivative of the norm $\varphi=\|\cdot\|: \mathcal{F} \longrightarrow \mathbb{R}$ we will henceforth use the notation

$$
\|_{+}^{\prime}(u, v):=\varphi_{+}^{\prime}(u, v) \quad \text { for } u, v \in \mathcal{F}
$$

$\overline{{ }^{14} \text { Andrey }}$ Nikolaevich Kolmogorov (1903-1987), Russian mathematician

## Corollary 3.55. (Kolmogorov criterion).

For $f \in \mathcal{F}, \mathcal{S} \subset \mathcal{F}$ convex, and $s^{*} \in \mathcal{S}$ the following statements are equivalent.
(a) $s^{*}$ is a best approximation to $f$.
(b) $\|_{+}^{\prime}\left(s^{*}-f, s-s^{*}\right) \geq 0$ for all $s \in \mathcal{S}$.

Proof. Using $\varphi(u)=\|u-f\|$ in Theorem 3.54, we see that $s^{*} \in \mathcal{S}$ is a best approximation to $f$, if and only if

$$
\begin{aligned}
\varphi_{+}^{\prime}\left(s^{*}, s-s^{*}\right) & =\lim _{h \searrow 0} \frac{1}{h}\left(\varphi\left(s^{*}+h\left(s-s^{*}\right)\right)-\varphi\left(s^{*}\right)\right) \\
& =\lim _{h \searrow 0} \frac{1}{h}\left(\left\|s^{*}+h\left(s-s^{*}\right)-f\right\|-\left\|s^{*}-f\right\|\right) \\
& =\lim _{h \searrow 0} \frac{1}{h}\left(\left\|s^{*}-f+h\left(s-s^{*}\right)\right\|-\left\|s^{*}-f\right\|\right) \\
& =\|_{+}^{\prime}\left(s^{*}-f, s-s^{*}\right) \geq 0 \quad \text { for all } s \in \mathcal{S} .
\end{aligned}
$$

Remark 3.56. For proving the implication $(b) \Rightarrow(a)$ in Theorem 3.54 we did not use the convexity of $\mathcal{K}$. Therefore, we can specialize the equivalence in Corollary 3.55 to establish the implication

$$
\|_{+}^{\prime}\left(s^{*}-f, s-s^{*}\right) \geq 0 \text { for all } s \in \mathcal{S} \quad \Longrightarrow \quad s^{*} \text { is best approximation to } f
$$

for subsets $\mathcal{S} \subset \mathcal{F}$ that are not necessarily convex.
Now we use the Gâteaux derivative to prove a characterization concerning the uniqueness of best approximations. To this end, we introduce a sufficient condition, which will be more restrictive than that of (plain) uniqueness.

Definition 3.57. Let $\mathcal{F}$ be a linear space with norm $\|\cdot\|, \mathcal{S} \subset \mathcal{F}$ be a subset of $\mathcal{F}$, and $f \in \mathcal{F}$. Then $s^{*} \in \mathcal{S}$ is said to be the strongly unique best approximation to $f$, if there is a constant $\alpha>0$ satisfying

$$
\|s-f\|-\left\|s^{*}-f\right\| \geq \alpha\left\|s-s^{*}\right\| \quad \text { for all } s \in \mathcal{S}
$$

Relying on our previous investigations (especially on Theorem 3.54 and Corollary 3.55), we can characterize the strong uniqueness of best approximations for convex subsets $\mathcal{S} \subset \mathcal{F}$ directly as follows.

Theorem 3.58. Let $\mathcal{F}$ be a linear space with norm $\|\cdot\|$ and $\mathcal{S} \subset \mathcal{F}$ be convex. Moreover, suppose $f \in \mathcal{F}$. Then the following statements are equivalent.
(a) $s^{*} \in \mathcal{S}$ is the strongly unique best approximation to $f$.
(b) There is one $\alpha>0$ satisfying $\left\|_{+}^{\prime}\left(s^{*}-f, s-s^{*}\right) \geq \alpha\right\| s-s^{*} \|$ for all $s \in \mathcal{S}$.

Proof. Suppose $f \in \mathcal{F}$ and $s^{*} \in \mathcal{S}$. For $f \in \mathcal{F}$ we regard the convex distance functional $\varphi: \mathcal{S} \longrightarrow[0, \infty)$, defined as $\varphi(s)=\|s-f\|$ for $s \in \mathcal{S}$. Now any element in $\mathcal{S} \backslash\left\{s^{*}\right\}$ can be written as a convex combination of the form

$$
s^{*}+h\left(s-s^{*}\right)=h s+(1-h) s^{*} \in \mathcal{S} \quad \text { with } s \in \mathcal{S} \backslash\left\{s^{*}\right\} \text { and } 1 \geq h>0
$$

Thereby, we can formulate the strong uniqueness of $s^{*}$, for some $\alpha>0$, as $\frac{1}{\left\|s-s^{*}\right\|} \frac{1}{h}\left(\varphi\left(s^{*}+h\left(s-s^{*}\right)\right)-\varphi\left(s^{*}\right)\right) \geq \alpha \quad$ for all $s \in \mathcal{S} \backslash\left\{s^{*}\right\}$ and $h>0$.
By the monotonicity of the Gâteaux derivative, this is equivalent to

$$
\varphi_{+}^{\prime}\left(s^{*}, s-s^{*}\right)=\lim _{h \searrow 0} \frac{1}{h}\left(\varphi\left(s^{*}+h\left(s-s^{*}\right)\right)-\varphi\left(s^{*}\right)\right) \geq \alpha\left\|s-s^{*}\right\|
$$

for all perturbation directions $s-s^{*} \in \mathcal{S}$, or, in other words, we have

$$
\left\|_{+}^{\prime}\left(s^{*}-f, s-s^{*}\right) \geq \alpha\right\| s-s^{*} \| \quad \text { for all } s \in \mathcal{S}
$$

Next, we add an important stability estimate to our discussion on strongly unique best approximations. The following result is due to Freud ${ }^{15}$.

Theorem 3.59. (Freud).
For a linear space $\mathcal{F}$ with norm $\|\cdot\|$ and a subset $\mathcal{S} \subset \mathcal{F}$, let $s_{f}^{*} \in \mathcal{S}$ be the strongly unique best approximation to $f \in \mathcal{F}$ with constant $\alpha>0$. Moreover, let $s_{g}^{*} \in \mathcal{S}$ be a best approximation to $g \in \mathcal{F}$. Then the stability estimate

$$
\left\|s_{g}^{*}-s_{f}^{*}\right\| \leq \frac{2}{\alpha}\|g-f\|
$$

holds.
Proof. By the strong uniqueness of $s_{f}^{*}$, we have the estimate

$$
\left\|s_{g}^{*}-f\right\|-\left\|s_{f}^{*}-f\right\| \geq \alpha\left\|s_{g}^{*}-s_{f}^{*}\right\|
$$

which further implies the inequalities

$$
\begin{aligned}
\left\|s_{g}^{*}-s_{f}^{*}\right\| & \leq \frac{1}{\alpha}\left(\left\|s_{g}^{*}-f\right\|-\left\|s_{f}^{*}-f\right\|\right) \\
& \leq \frac{1}{\alpha}\left(\left\|s_{g}^{*}-g\right\|+\|g-f\|-\left\|s_{f}^{*}-f\right\|\right) \\
& \leq \frac{1}{\alpha}\left(\left\|s_{f}^{*}-g\right\|+\|g-f\|-\left\|s_{f}^{*}-f\right\|\right) \\
& \leq \frac{1}{\alpha}\left(\left\|s_{f}^{*}-f\right\|+\|f-g\|+\|g-f\|-\left\|s_{f}^{*}-f\right\|\right) \\
& =\frac{2}{\alpha}\|g-f\|
\end{aligned}
$$

which already proves the stated stability estimate.
$\overline{15}$ GÉza Freud (1922-1979), Hungarian mathematician

Remark 3.60. If the best approximation $s_{g}^{*} \in \mathcal{S}$ is for any $g \in \mathcal{F}$ unique, then the mapping $g \longmapsto s_{g}^{*}$ is well-defined. Further, due to the Freud theorem, Theorem 3.59, this mapping is continuous at all elements $f \in \mathcal{F}$ which have a strongly unique best approximation $s_{f}^{*} \in \mathcal{S}$.

If every $f \in \mathcal{F}$ has a strongly unique best approximation $s_{f}^{*} \in \mathcal{S}$, such that their corresponding constants $\alpha_{f}>0$ are on $\mathcal{F}$ uniformly bounded away from zero, i.e., if there is some $\alpha_{0}>0$ satisfying $\alpha_{f} \geq \alpha_{0}>0$ for all $f \in \mathcal{F}$, then the mapping $f \longmapsto s_{f}^{*}$ is, due to the Freud theorem, Theorem 3.59, by

$$
\left\|s_{g}^{*}-s_{f}^{*}\right\| \leq \frac{2}{\alpha_{0}}\|g-f\| \quad \text { for all } f, g \in \mathcal{F}
$$

Lipschitz continuous on $\mathcal{F}$ with Lipschitz constant $2 / \alpha_{0}$ (see Definition 6.64).

Next, we will explicitly compute Gâteaux derivatives for relevant norms $\|\cdot\|$. But first we make the following simple observation.

Remark 3.61. For the Gâteaux derivative of $\varphi(u)=\|u\|$ at $u=0$, we have

$$
\left\|_{+}^{\prime}(0, v)=\lim _{h \searrow 0} \frac{1}{h}(\|0+h v\|-\|0\|)=\right\| v \|
$$

for any direction $v \in \mathcal{F}$.
Now we compute Gâteaux derivatives for Euclidean norms.
Theorem 3.62. The Gâteaux derivative of any Euclidean norm $\|\cdot\|$ is given as

$$
\|_{+}^{\prime}(u, v)=\left(\frac{u}{\|u\|}, v\right) \quad \text { for all } u \in \mathcal{F} \backslash\{0\} \text { and } v \in \mathcal{F}
$$

Proof. Let $\mathcal{F}$ be a Euclidean space with norm $\|\cdot\|=(\cdot, \cdot)^{1 / 2}$.
For $\varphi(u)=\|u\|$ the chain rule in (3.34) holds in particular for $F(x)=x^{2}$, i.e.,

$$
\begin{equation*}
\left(\|^{2}\right)_{+}^{\prime}(u, v)=2\|u\| \cdot \|_{+}^{\prime}(u, v) \quad \text { for all } u, v \in \mathcal{F} \tag{3.35}
\end{equation*}
$$

Moreover, we have

$$
\begin{aligned}
\left(\|^{2}\right)_{+}^{\prime}(u, v) & =\lim _{h \searrow 0} \frac{1}{h}\left(\|u+h v\|^{2}-\|u\|^{2}\right) \\
& =\lim _{h \searrow 0} \frac{1}{h}\left(\|u\|^{2}+2 h(u, v)+h^{2}\|v\|^{2}-\|u\|^{2}\right) \\
& =\lim _{h \searrow 0} \frac{1}{h}\left(2 h(u, v)+h^{2}\|v\|^{2}\right) \\
& =2(u, v) .
\end{aligned}
$$

This implies, for $u \neq 0$ with (3.35),

$$
\|_{+}^{\prime}(u, v)=\left(\frac{u}{\|u\|}, v\right) \quad \text { for all } v \in \mathcal{F}
$$

The Gâteaux derivative of the absolute value $|\cdot|$ is rather elementary.
Lemma 3.63. For the absolute-value function $|\cdot|: \mathbb{R} \longrightarrow[0, \infty)$, we have

$$
\left.\right|_{+} ^{\prime}(x, y)=y \operatorname{sgn}(x) \quad \text { for all } x \neq 0 \text { and } y \in \mathbb{R}
$$

Proof. First, note that for $x \neq 0$ we have

$$
\begin{equation*}
|x+h y|=|x|+h y \operatorname{sgn}(x) \quad \text { for } h|y|<|x| . \tag{3.36}
\end{equation*}
$$

This implies

$$
\left.\right|_{+} ^{\prime}(x, y)=\lim _{h \searrow 0} \frac{1}{h}(|x+h y|-|x|)=\lim _{h \searrow 0} \frac{1}{h}(|x|+h y \operatorname{sgn}(x)-|x|)=y \operatorname{sgn}(x) .
$$

By using the observation (3.36), we can compute the Gâteaux derivatives for all $\mathrm{L}^{p}$-norms $\|\cdot\|_{p}$, for $1 \leq p \leq \infty$, on the linear space

$$
\mathscr{C}(\Omega)=\{u: \Omega \longrightarrow \mathbb{R} \mid u \text { continuous on } \Omega\}
$$

of all continuous functions on a compact domain $\Omega \subset \mathbb{R}^{d}, d \geq 1$. We begin with the maximum norm $\|\cdot\|_{\infty}$ on $\mathscr{C}(\Omega)$, defined as

$$
\|u\|_{\infty}=\max _{x \in \Omega}|u(x)| \quad \text { for } u \in \mathscr{C}(\Omega)
$$

Theorem 3.64. Let $\Omega \subset \mathbb{R}^{d}$ be compact. Then, for the Gâteaux derivative of the maximum norm $\|\cdot\|=\|\cdot\|_{\infty}$ on $\mathscr{C}(\Omega)$, we have

$$
\|_{+}^{\prime}(u, v)=\max _{\substack{x \in \Omega \\|u(x)|=\|u\|_{\infty}}} v(x) \operatorname{sgn}(u(x))
$$

for any $u, v \in \mathscr{C}(\Omega), u \not \equiv 0$.
Proof. Suppose $u \in \mathscr{C}(\Omega), u \not \equiv 0$, and $v \in \mathscr{C}(\Omega)$.
$" \geq$ ": We first show the inequality

$$
\|_{+}^{\prime}(u, v) \geq \max _{\substack{x \in \Omega \\|u(x)| \mid\|u\|_{\infty}}} v(x) \operatorname{sgn}(u(x)) .
$$

Suppose $x \in \Omega$ with $|u(x)|=\|u\|_{\infty}$. Then, by (3.36) we have the inequality

$$
\begin{aligned}
\frac{1}{h}\left(\|u+h v\|_{\infty}-\|u\|_{\infty}\right) & \geq \frac{1}{h}(|u(x)+h v(x)|-|u(x)|) \\
& =\frac{1}{h}(|u(x)|+h v(x) \operatorname{sgn}(u(x))-|u(x)|) \\
& =v(x) \operatorname{sgn}(u(x))
\end{aligned}
$$

for $h|v(x)|<|u(x)|$, which by $h \searrow 0$ already implies the stated inequality. $" \leq ":$ To verify the inequality

$$
\|_{+}^{\prime}(u, v) \leq \max _{\substack{x \in \Omega \\|u(x)|=\|u\|_{\infty}}} v(x) \operatorname{sgn}(u(x))
$$

we regard a strictly monotonically decreasing zero sequence $\left(h_{k}\right)_{k \in \mathbb{N}}$ of positive real numbers, so that $\lim _{k \rightarrow \infty} h_{k}=0$. Note that for any element $h_{k}>0$ there exists some $x_{h_{k}} \in \Omega$ satisfying

$$
\left\|u+h_{k} v\right\|_{\infty}=\left|u\left(x_{h_{k}}\right)+h_{k} v\left(x_{h_{k}}\right)\right| \quad \text { for } k \in \mathbb{N} .
$$

Since $\Omega$ is compact, the sequence $\left(x_{h_{k}}\right)_{k \in \mathbb{N}}$ has a convergent subsequence $\left(x_{h_{k_{\ell}}}\right)_{\ell \in \mathbb{N}} \subset \Omega$ with limit element $\lim _{\ell \rightarrow \infty} x_{h_{k_{\ell}}}=x \in \Omega$. For $\ell \rightarrow \infty$ we get $\left\|u+h_{k_{\ell}} v\right\|_{\infty}=\left|u\left(x_{h_{k_{\ell}}}\right)+h_{k_{\ell}} v\left(x_{h_{k_{\ell}}}\right)\right| \longrightarrow\|u\|_{\infty}=|u(x)| \quad$ with $h_{k_{\ell}} \searrow 0$, i.e., every accumulation point of $\left(x_{h_{k}}\right)_{k \in \mathbb{N}}$ is an extremum of $u$ in $\Omega$.

Moreover, by (3.36) we obtain the inequality

$$
\begin{aligned}
& \frac{1}{h_{k}}\left(\left\|u+h_{k} v\right\|_{\infty}-\|u\|_{\infty}\right) \\
& \leq \frac{1}{h_{k}}\left(\left|u\left(x_{h_{k}}\right)+h_{k} v\left(x_{h_{k}}\right)\right|-\left|u\left(x_{h_{k}}\right)\right|\right) \\
& =\frac{1}{h_{k}}\left(\left|u\left(x_{h_{k}}\right)\right|+h_{k} v\left(x_{h_{k}}\right) \operatorname{sgn}\left(u\left(x_{h_{k}}\right)\right)-\left|u\left(x_{h_{k}}\right)\right|\right) \\
& =v\left(x_{h_{k}}\right) \operatorname{sgn}\left(u\left(x_{h_{k}}\right)\right)
\end{aligned}
$$

for $h_{k}\left|v\left(x_{h_{k}}\right)\right|<\left|u\left(x_{h_{k}}\right)\right|$, whereby

$$
\lim _{\ell \rightarrow \infty} \frac{1}{h_{k_{\ell}}}\left(\left\|u+h_{k_{\ell}} v\right\|_{\infty}-\|u\|_{\infty}\right)=\|_{+}^{\prime}(u, v) \leq v(x) \operatorname{sgn}(u(x))
$$

and where $x \in \Omega$ is an extremum of $u$ in $\Omega$, i.e., $|u(x)|=\|u\|_{\infty}$.
Theorem 3.65. Let $\Omega \subset \mathbb{R}^{d}$ be compact and suppose $u, v \in \mathscr{C}(\Omega)$. Then, we have

$$
\begin{equation*}
\|_{+}^{\prime}(u, v)=\int_{\Omega_{+}} v(x) \operatorname{sgn}(u(x)) \mathrm{d} x+\int_{\Omega_{0}}|v(x)| \mathrm{d} x \tag{3.37}
\end{equation*}
$$

for the Gateaux derivative of the $\mathrm{L}^{1}$-norm $\|\cdot\|=\|\cdot\|_{1}$ on $\mathscr{C}(\Omega)$,

$$
\|u\|_{1}=\int_{\Omega}|u(x)| \mathrm{d} x \quad \text { for } u \in \mathscr{C}(\Omega)
$$

where $\Omega_{0}:=\{x \in \Omega \mid u(x)=0\} \subset \Omega$ and $\Omega_{+}:=\Omega \backslash \Omega_{0}$.

Proof. For $u, v \in \mathscr{C}(\Omega)$, we have

$$
\begin{align*}
& \frac{1}{h}\left(\|u+h v\|_{1}-\|u\|_{1}\right) \\
& =\frac{1}{h}\left(\int_{\Omega}|u(x)+h v(x)| \mathrm{d} x-\int_{\Omega}|u(x)| \mathrm{d} x\right) \\
& =\frac{1}{h} \int_{\Omega_{+}}(|u(x)+h v(x)|-|u(x)|) \mathrm{d} x+\int_{\Omega_{0}}|v(x)| \mathrm{d} x . \tag{3.38}
\end{align*}
$$

By $\Omega_{h}:=\left\{x \in \Omega_{+}|h \cdot| v(x)|<|u(x)|\} \subset \Omega_{+}\right.$, for $h>0$, and with (3.36) we represent the first integral in (3.38) as

$$
\begin{align*}
& \frac{1}{h} \int_{\mathbb{R}^{d}} \chi_{\Omega_{+}}(x)(|u(x)+h v(x)|-|u(x)|) \mathrm{d} x \\
& =\int_{\mathbb{R}^{d}} \chi_{\Omega_{h}}(x) v(x) \operatorname{sgn}(u(x)) \mathrm{d} x \\
& \quad+\frac{1}{h} \int_{\mathbb{R}^{d}} \chi_{\Omega_{+} \backslash \Omega_{h}}(x)(|u(x)+h v(x)|-|u(x)|) \mathrm{d} x \tag{3.39}
\end{align*}
$$

where for $\Omega \subset \mathbb{R}^{d}$

$$
\chi_{\Omega}(x)=\left\{\begin{array}{l}
1 \text { for } x \in \Omega, \\
0 \text { for } x \notin \Omega,
\end{array}\right.
$$

denotes the indicator function (i.e., the characteristic function) for $\Omega$.
Now we estimate the integral in (3.39) from above by

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \chi_{\Omega_{+} \backslash \Omega_{h}}(x)(|u(x)+h v(x)|-|u(x)|) \mathrm{d} x \\
& \leq \int_{\mathbb{R}^{d}} \chi_{\Omega_{+} \backslash \Omega_{h}}(x)(|u(x)|+h|v(x)|-|u(x)|) \mathrm{d} x \\
& =h \cdot \int_{\mathbb{R}^{d}} \chi_{\Omega_{+} \backslash \Omega_{h}}(x)|v(x)| \mathrm{d} x . \tag{3.40}
\end{align*}
$$

Since $\chi_{\Omega_{h}} \longrightarrow \chi_{\Omega_{+}}$, or, $\chi_{\Omega_{+} \backslash \Omega_{h}} \longrightarrow 0$, for $h \searrow 0$, the statement in (3.37) follows from the representations (3.38), (3.39) and (3.40).

To compute the Gâteaux derivatives for the remaining $\mathrm{L}^{p}$-norms $\|\cdot\|_{p}$,

$$
\|u\|_{p}=\left(\int_{\Omega}|u(x)|^{p} \mathrm{~d} x\right)^{1 / p} \quad \text { for } u \in \mathscr{C}(\Omega)
$$

for $1<p<\infty$, we need the following lemma.
Lemma 3.66. For $1<p<\infty$, let $\varphi(u)=\|u\|_{p}$ for $u \in \mathscr{C}(\Omega)$, where $\Omega \subset \mathbb{R}^{d}$ is assumed to be compact. Then, we have

$$
\begin{equation*}
\left(\varphi^{p}\right)_{+}^{\prime}(u, v)=p \int_{\Omega}|u(x)|^{p-1} v(x) \operatorname{sgn}(u(x)) \mathrm{d} x \tag{3.41}
\end{equation*}
$$

for all $u, v \in \mathscr{C}(\Omega), u \not \equiv 0$.

Proof. For $u, v \in \mathscr{C}(\Omega)$, we have

$$
\begin{align*}
& \frac{1}{h}\left(\varphi^{p}(u+h v)-\varphi^{p}(u)\right) \\
& =\frac{1}{h}\left(\|u+h v\|_{p}^{p}-\|u\|_{p}^{p}\right)=\frac{1}{h}\left(\int_{\Omega}|u(x)+h v(x)|^{p} \mathrm{~d} x-\int_{\Omega}|u(x)|^{p} \mathrm{~d} x\right) \\
& =\frac{1}{h}\left(\int_{\Omega_{+}}\left(|u(x)+h v(x)|^{p}-|u(x)|^{p}\right) \mathrm{d} x\right)+h^{p-1} \int_{\Omega_{0}}|v(x)|^{p} \mathrm{~d} x, \tag{3.42}
\end{align*}
$$

where $\Omega_{0}=\{x \in \Omega \mid u(x)=0\}$ and $\Omega_{+}=\Omega \backslash \Omega_{0}$.
For $x \in \Omega_{h}=\left\{x \in \Omega|h \cdot| v(x)|<|u(x)|\} \subset \Omega_{+}\right.$, where $h>0$, we have

$$
\begin{aligned}
|u(x)+h v(x)|^{p} & =(|u(x)|+h v(x) \operatorname{sgn}(u(x)))^{p} \\
& =|u(x)|^{p}+p \cdot|u(x)|^{p-1} \cdot h v(x) \operatorname{sgn}(u(x))+o(h) \text { for } h \searrow 0
\end{aligned}
$$

by (3.36) and by Taylor ${ }^{16}$ expansion of $F(u)=u^{p}$ at $|u|$.
Thereby, we can split the first integral in (3.42) into the sum

$$
\begin{align*}
& \frac{1}{h}\left(\int_{\mathbb{R}^{d}} \chi_{\Omega_{+}}(x)\left(|u(x)+h v(x)|^{p}-|u(x)|^{p}\right) \mathrm{d} x\right) \\
& =p \int_{\mathbb{R}^{d}} \chi_{\Omega_{h}}(x)|u(x)|^{p-1} v(x) \operatorname{sgn}(u(x)) \mathrm{d} x+o(1)  \tag{3.43}\\
& \quad+\frac{1}{h} \int_{\mathbb{R}^{d}} \chi_{\Omega_{+} \backslash \Omega_{h}}(x)\left(|u(x)+h v(x)|^{p}-|u(x)|^{p}\right) \mathrm{d} x . \tag{3.44}
\end{align*}
$$

Now we estimate the expression in (3.44) from above by

$$
\begin{align*}
& \frac{1}{h} \int_{\mathbb{R}^{d}} \chi_{\Omega_{+} \backslash \Omega_{h}}(x)\left(|u(x)+h v(x)|^{p}-|u(x)|^{p}\right) \mathrm{d} x \\
& \quad \leq \frac{1}{h} \int_{\mathbb{R}^{d}} \chi_{\Omega_{+} \backslash \Omega_{h}}(x)\left((|u(x)|+h|v(x)|)^{p}-|u(x)|^{p}\right) \mathrm{d} x \\
& \quad=p \int_{\mathbb{R}^{d}} \chi_{\Omega_{+} \backslash \Omega_{h}}(x)|u(x)|^{p-1}|v(x)| \mathrm{d} x+o(1) \quad \text { for } h \searrow 0 . \tag{3.45}
\end{align*}
$$

Since $\chi_{\Omega_{h}} \longrightarrow \chi_{\Omega_{+}}$, or, $\chi_{\Omega_{+} \backslash \Omega_{h}} \longrightarrow 0$, for $h \searrow 0$, the stated representation in (3.41) follows from (3.42), (3.43), (3.44), and (3.45).

Now we can finally provide the Gâteaux derivatives for the remaining $\mathrm{L}^{p}$-norms $\|\cdot\|_{p}$, for $1<p<\infty$.

Theorem 3.67. Let $\Omega \subset \mathbb{R}^{d}$ be compact. Moreover, suppose $1<p<\infty$. Then, for the Gâteaux derivative of the $\mathrm{L}^{p}$-norm $\|\cdot\|=\|\cdot\|_{p}$ on $\mathscr{C}(\Omega)$, we have

$$
\|_{+}^{\prime}(u, v)=\frac{1}{\|u\|_{p}^{p-1}} \int_{\Omega}|u(x)|^{p-1} v(x) \operatorname{sgn}(u(x)) \mathrm{d} x
$$

for all $u, v \in \mathscr{C}(\Omega), u \not \equiv 0$.
${ }^{16}$ Brook TAylor (1685-1731), English mathematician

Proof. The statement follows from the chain rule (3.34) in Theorem 3.53 with $F(x)=x^{p}$ in combination with the representation of the Gâteaux derivative $\left(\varphi^{p}\right)_{+}^{\prime}$ in Lemma 3.66, whereby

$$
\varphi_{+}^{\prime}(u, v)=\frac{\left(\varphi^{p}\right)_{+}^{\prime}(u, v)}{p \varphi^{p-1}(u)}=\frac{p}{p\|u\|_{p}^{p-1}} \int_{\Omega}|u(x)|^{p-1} v(x) \operatorname{sgn}(u(x)) \mathrm{d} x
$$

for $\varphi(u)=\|u\|_{p}$.

### 3.5 Exercises

Exercise 3.68. Consider approximating the parabola $f(x)=x^{2}$ on the unit interval $[0,1]$ by linear functions of the form

$$
g_{\xi}(x)=\xi \cdot x \quad \text { for } \xi \in \mathbb{R}
$$

with respect to the $p$-norms $\|\cdot\|_{p}$, for $p=1,2, \infty$, respectively. To this end, first compute the distance function

$$
\eta_{p}(\xi)=\left\|g_{\xi}-f\right\|_{p}
$$

Then, determine the best approximation $g_{\xi^{*}}$ to $f$ satisfying

$$
\left\|g_{\xi^{*}}-f\right\|_{p}=\inf _{\xi \in \mathbb{R}}\left\|g_{\xi}-f\right\|_{p}
$$

along with the minimal distance $\eta_{p}\left(\xi^{*}\right)$, for each of the three cases $p=1,2, \infty$.
Exercise 3.69. Suppose we wish to approximate the identity $f(x)=x$ on the unit interval $[0,1]$, by an exponential sum of the form

$$
p_{\xi}(x)=\xi_{1} \mathrm{e}^{\xi_{2} x}+\xi_{3} \quad \text { for } \xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)^{T} \in \mathbb{R}^{3},
$$

and with respect to the maximum norm $\|\cdot\|_{\infty}$.
Show that there is no best approximation to $f$ from $\mathcal{S}=\left\{p_{\xi} \mid \xi \in \mathbb{R}^{3}\right\}$.
Hint: Use the parameter sequence $\xi^{(k)}=(k, 1 / k,-k)^{T}$, for $k \in \mathbb{N}$.
Exercise 3.70. Regard the linear space $\mathscr{C}[-\pi, \pi]$, equipped with the norm

$$
\|g\|:=\|g\|_{1}+\|g\|_{\infty} \quad \text { for } g \in \mathscr{C}[-\pi, \pi] .
$$

Moreover, let $f(x)=x$, for $-\pi \leq x \leq \pi$, and

$$
\mathcal{S}=\left\{\alpha \sin ^{2}(\cdot) \mid \alpha \in \mathbb{R}\right\} \subset \mathscr{C}[-\pi, \pi] .
$$

Analyze the existence and uniqueness of the approximation problem

$$
\min _{s \in \mathcal{S}}\|s-f\| .
$$

Exercise 3.71. Let $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ be a convex functional on a linear space $\mathcal{F}$. Prove the following statements for $\varphi$.
(a) If $\varphi$ has a (global) maximum on $\mathcal{F}$, then $\varphi$ is constant.
(b) A local minimum of $\varphi$ is also a global minimum of $\varphi$.

Exercise 3.72. Let $(\mathcal{F},\|\cdot\|)$ be a normed linear space, whose norm $\|\cdot\|$ is not strictly convex. Show that there exists an element $f \in \mathcal{F}$, a linear subspace $\mathcal{S} \subset \mathcal{F}$, and distinct best approximations $s_{1}^{*}, s_{2}^{*} \in \mathcal{S}$ to $f, s_{1}^{*} \neq s_{2}^{*}$, satisfying

$$
\eta(f, \mathcal{S})=\left\|s_{1}^{*}-f\right\|=\left\|s_{2}^{*}-f\right\| .
$$

Hint: Take for suitable $f_{1}, f_{2} \in \mathcal{F}, f_{1} \neq f_{2}$, satisfying $\left\|f_{1}\right\|=\left\|f_{2}\right\|=1$ and $\left\|f_{1}+f_{2}\right\|=2$, the element $f=\frac{1}{2}\left(f_{1}+f_{2}\right) \in \mathcal{F}$ and the linear subspace $\mathcal{S}=\left\{\alpha\left(f_{1}-f_{2}\right) \mid \alpha \in \mathbb{R}\right\} \subset \mathcal{F}$.

Exercise 3.73. Transfer the result of Proposition 3.42 to the case of odd functions $f \in \mathscr{C}[-1,1]$. To this end, formulate and prove a corresponding result for subsets $\mathcal{S} \subset \mathscr{C}[-1,1]$ that are invariant under point reflections, i.e., for any $s(x) \in \mathcal{S}$, we have $-s(-x) \in \mathcal{S}$.

Exercise 3.74. Let $(\mathcal{F},\|\cdot\|)$ be a normed linear space and $T: \mathcal{F} \longrightarrow \mathcal{F}$ be a linear operator which is isometric on $\mathcal{F}$, i.e., $\|T v\|=\|v\|$ for all $v \in \mathcal{F}$. Moreover, let $\mathcal{S} \subset \mathcal{F}$ be a non-empty subset of $\mathcal{F}$ satisfying $T(\mathcal{S}) \subset \mathcal{S}$.

First prove statements (a) and (b), before you analyze question (c).
(a) If $s^{*} \in \mathcal{S}$ is a best approximation to $f \in \mathcal{F}$ and $T(\mathcal{S})=\mathcal{S}$, then $T s^{*} \in \mathcal{S}$ is a best approximation to $T f \in \mathcal{F}$.
(b) If $f \in \mathcal{F}$ is a fixed point of $T$ in $\mathcal{F}$, i.e., $T f=f$, and $s^{*} \in \mathcal{S}$ is a unique best approximation to $f$, then $s^{*}$ is a fixed point of $T$ in $\mathcal{S}$.
(c) Suppose $f \in \mathcal{F}$ is a fixed point of $T$ in $\mathcal{F}$. Moreover, suppose there is no fixed point of $T$ in $\mathcal{S}$, which is also a best approximation to $f$. Can you draw conclusions concerning the uniqueness of best approximation to $f$ ?

Use the results from this exercise to prove Proposition 3.42.
Exercise 3.75. In this exercise, we analyze the existence of discontinuous linear functionals $\varphi$ on $\left(\mathscr{C}[0,1],\|\cdot\|_{2}\right)$ and on $\left(\mathscr{C}[0,1],\|\cdot\|_{\infty}\right)$. Give examples, if possible.
(a) Are there discontinuous linear functionals on $\left(\mathscr{C}[0,1],\|\cdot\|_{2}\right)$ ?
(b) Are there discontinuous linear functionals on $\left(\mathscr{C}[0,1],\|\cdot\|_{\infty}\right)$ ?

Exercise 3.76. Let $a \leq x_{0}<\ldots<x_{n} \leq b$ be a sequence of pairwise distinct points in $[a, b] \subset \mathbb{R}$ and $\lambda_{0}, \ldots, \lambda_{n} \in \mathbb{R}$. Show that the mapping $\varphi: \mathscr{C}[a, b] \longrightarrow \mathbb{R}$, defined as

$$
\varphi(f)=\sum_{k=0}^{n} \lambda_{k} f\left(x_{k}\right) \quad \text { for } f \in \mathscr{C}[a, b],
$$

is a continuous linear functional on $\left(\mathscr{C}[a, b],\|\cdot\|_{\infty}\right)$ with operator norm

$$
\|\varphi\|_{\infty}=\sum_{k=0}^{n}\left|\lambda_{k}\right| .
$$

Exercise 3.77. Let $(\mathcal{F},\|\cdot\|)$ be a normed linear space and $\mathcal{S} \subset \mathcal{F}$ be a finite-dimensional linear subspace of $\mathcal{F}$. Moreover, suppose $f \in \mathcal{F}$.

Prove the following statements on linear functionals from the dual space $\mathcal{F}^{\prime}$.
(a) If $\varphi \in \mathcal{F}^{\prime}$ satisfies $\|\varphi\| \leq 1$ and $\varphi(\mathcal{S})=0$, i.e., $\varphi(s)=0$ for all $s \in \mathcal{S}$, then we have

$$
\eta(f, \mathcal{S})=\inf _{s \in \mathcal{S}}\|s-f\| \geq|\varphi(f)|
$$

for the minimal distance $\eta(f, \mathcal{S})$ between $f$ and $\mathcal{S}$.
(b) There exists one $\varphi \in \mathcal{F}^{\prime}$ satisfying $\|\varphi\| \leq 1$ and $\varphi(\mathcal{S})=0$, such that

$$
|\varphi(f)|=\eta(f, \mathcal{S})
$$

If $\eta(f, \mathcal{S})>0$, then $\|\varphi\|=1$.
Exercise 3.78. Consider the linear space $\mathcal{F}=\mathscr{C}\left([0,1]^{2}\right)$, equipped with the maximum norm $\|\cdot\|_{\infty}$. Approximate the function

$$
f(x, y)=x \cdot y \quad \text { for }(x, y)^{T} \in[0,1]^{2}
$$

by a function from the linear approximation space
$\mathcal{S}=\left\{s \in \mathcal{F} \mid s(x, y)=s_{1}(x)+s_{2}(y)\right.$ for $(x, y)^{T} \in[0,1]^{2}$ with $\left.s_{1}, s_{2} \in \mathscr{C}[0,1]\right\}$.
(a) Construct a linear functional of the form

$$
\varphi(g)=\sum_{j=1}^{4} \lambda_{j} g\left(x_{j}, y_{j}\right) \quad \text { for } g \in \mathcal{F}
$$

to estimate the minimal distance $\eta(f, \mathcal{S})$ between $f$ and $\mathcal{S}$, where

$$
\eta(f, \mathcal{S}) \geq \frac{1}{4}
$$

(b) Show that

$$
s^{*}(x, y)=\frac{x}{2}+\frac{y}{2}-\frac{1}{4} \quad \text { for }(x, y)^{T} \in[0,1]^{2}
$$

is a best approximation to $f$ from $\mathcal{S}$ with respect to $\|\cdot\|_{\infty}$.
Exercise 3.79. Show that the function $\varphi: \mathbb{R}^{2} \longrightarrow \mathbb{R}$, defined as

$$
\varphi(x, y)=\left\{\begin{array}{cc}
\frac{x y^{2}}{x^{2}+y^{4}} & \text { for }(x, y) \neq 0 \\
0 & \text { for }(x, y)=0
\end{array} \quad \text { for }(x, y)^{T} \in \mathbb{R}^{2}\right.
$$

has a Gâteaux derivative at zero, although $\varphi$ is not continuous at zero.
Exercise 3.80. Let $\mathcal{F}$ be a linear space and $\varphi: \mathcal{F} \longrightarrow \mathbb{R}$ a functional on $\mathcal{F}$.
Prove the following statements (related to Remark 3.52).
(a) If $\varphi$ is convex on $\mathcal{F}$, then the Gâteaux derivative $\varphi_{+}^{\prime}$ is monotone, i.e.,

$$
\varphi_{+}^{\prime}\left(u_{1}, u_{1}-u_{2}\right)-\varphi_{+}^{\prime}\left(u_{2}, u_{1}-u_{2}\right) \geq 0 \quad \text { for all } u_{1}, u_{2} \in \mathcal{F} .
$$

(b) Assume that the Gâteaux derivative $\varphi_{+}^{\prime}(u, v)$ exists for all $u, v \in \mathcal{F}$. Moreover, assume that $\varphi_{+}^{\prime}(u, \cdot): \mathcal{F} \longrightarrow \mathbb{R}$ is sublinear for all $u \in \mathcal{F}$. If the inequality

$$
\varphi_{+}^{\prime}(u, v-u) \leq \varphi(v)-\varphi(u) \quad \text { for all } u, v \in \mathcal{F}
$$

holds, then $\varphi$ is convex on $\mathcal{F}$.

## 4 Euclidean Approximation

In this chapter, we study approximation in Euclidean spaces. Therefore, $\mathcal{F}$ denotes a linear space, equipped with a Euclidean norm $\|\cdot\|$, i.e., $\|\cdot\|$ is defined by an inner product,

$$
\|f\|=(f, f)^{1 / 2} \quad \text { for } f \in \mathcal{F}
$$

From the preceding chapter, we understand that Euclidean approximation has fundamental advantages, in particular for the existence and uniqueness of best approximations. We briefly summarize our previous results as follows.

Existence of best approximations: For a Hilbert space $\mathcal{F}$, i.e., $\mathcal{F}$ is complete with respect to $\|\cdot\|$, and a closed and convex subset $\mathcal{S} \subset \mathcal{F}$, there exists for any $f \in \mathcal{F}$ a best approximation $s^{*} \in \mathcal{S}$ to $f$.
Uniqueness best approximations: For convex $\mathcal{S} \subset \mathcal{F}$, a best approximation $s^{*} \in \mathcal{S}$ to $f \in \mathcal{F}$ is unique, due to the strict convexity of $\|\cdot\|$.

The above statements are based on Theorems 3.14, 3.28, and Corollary 3.39 from Chapter 3 . Recall that for the existence and uniqueness of $s^{*}$, the parallelogram identity (3.1) plays a central role. Moreover, according to the Jordan-von Neumann theorem, Theorem 3.10, the parallelogram identity holds only in Euclidean spaces. Therefore, the problem of Euclidean approximation is fundamentally different from the problem of approximation in non-Euclidean spaces.

In this chapter, we explain further advantages of Euclidean approximation. To this end, we rely on the characterizations for best approximations. In particular, we make use of the Kolmogorov criterion, Corollary 3.55, in combination with the representation of Gâteaux derivatives for Euclidean norms from Theorem 3.62. This yields for finite-dimensional approximation spaces $\mathcal{S} \subset \mathcal{F}$ constructive methods to compute best approximations by orthogonal projection $\Pi: \mathcal{F} \longrightarrow \mathcal{S}$ of $f \in \mathcal{F}$ on $\mathcal{S}$.

We treat two important special cases of Euclidean approximation: Firstly, the approximation of $2 \pi$-periodic continuous functions by trigonometric polynomials, where $\mathcal{F}=\mathscr{C}_{2 \pi}$ and $\mathcal{S}=\mathcal{T}_{n}$. Secondly, the approximation of continuous functions by algebraic polynomials, in which case $\mathcal{F}=\mathscr{C}[a, b]$, for a compact interval $[a, b] \subset \mathbb{R}$, and $\mathcal{S}=\mathcal{P}_{n}$.

### 4.1 Construction of Best Approximations

In this section, we apply the characterizations for best approximations from the previous chapter to Euclidean spaces. To this end, we assume that the approximation space $\mathcal{S} \subset \mathcal{F}$ is a linear subspace of the Euclidean space $\mathcal{F}$. The application of the Kolmogorov criterion immediately provides the following fundamental result.

Theorem 4.1. Let $\mathcal{F}$ be a Euclidean space with inner product $(\cdot, \cdot)$. Moreover, suppose $\mathcal{S} \subset \mathcal{F}$ is a convex subset of $\mathcal{F}$. Then the following statements are equivalent.
(a) $s^{*} \in \mathcal{S}$ is a best approximation to $f \in \mathcal{F} \backslash \mathcal{S}$.
(b) We have $\left(s^{*}-f, s-s^{*}\right) \geq 0$ for all $s \in \mathcal{S}$.

Proof. Under the stated assumptions, the equivalence of the Kolmogorov criterion, Corollary 3.55 , holds. Thereby, a best approximation $s^{*} \in \mathcal{S}$ to $f$ is characterized by the necessary and sufficient condition

$$
\|_{+}^{\prime}\left(s^{*}-f, s-s^{*}\right)=\left(\frac{s^{*}-f}{\left\|s^{*}-f\right\|}, s-s^{*}\right) \geq 0 \quad \text { for all } s \in \mathcal{S}
$$

using the representation of the Gâteaux derivative from Theorem 3.62.
Remark 4.2. If $\mathcal{S} \subset \mathcal{F}$ is a linear subspace of $\mathcal{F}$, then the variational inequality in statement (b) of Theorem 4.1 immediately leads us to the necessary and sufficient condition

$$
\begin{equation*}
\left(s^{*}-f, s\right)=0 \quad \text { for all } s \in \mathcal{S} \tag{4.1}
\end{equation*}
$$

i.e., in this case, $s^{*} \in \mathcal{S}$ is a best approximation to $f \in \mathcal{F} \backslash \mathcal{S}$, if and only if the orthogonality relation $s^{*}-f \perp \mathcal{S}$ holds.

Note that the equivalence statement in Remark 4.2 identifies a best approximation $s^{*} \in \mathcal{S}$ to $f \in \mathcal{F}$ as the unique orthogonal projection of $f$ onto $\mathcal{S}$. In Section 4.2, we will study the projection operator $\Pi: \mathcal{F} \longrightarrow \mathcal{S}$, which assigns every $f \in \mathcal{F}$ to its unique best approximation $s^{*} \in \mathcal{S}$ in more detail.

Before doing so, we first use the orthogonality in (4.1) to characterize best approximations $s^{*} \in \mathcal{S}$ for convex subsets $\mathcal{S} \subset \mathcal{F}$. To this end, we work with the dual characterization of Theorem 3.46.

Theorem 4.3. Let $\mathcal{F}$ be a Euclidean space with inner product $(\cdot, \cdot)$ and let $\mathcal{S} \subset \mathcal{F}$ be a convex subset of $\mathcal{F}$. Moreover, suppose that $s^{*} \in \mathcal{S}$ satisfies $s^{*}-f \perp \mathcal{S}$. Then, $s^{*}$ is the unique best approximation to $f$.

Proof. The linear functional $\varphi \in \mathcal{F}^{\prime}$, defined as

$$
\varphi(u)=\left(\frac{s^{*}-f}{\left\|s^{*}-f\right\|}, u\right) \quad \text { for } u \in \mathcal{F}
$$

satisfies all three conditions from the dual characterization of Theorem 3.46: Indeed, the first condition, $\|\varphi\|=1$, follows from the Cauchy ${ }^{1}$-Schwarz ${ }^{2}$ inequality,

$$
|\varphi(u)|=\left|\left(\frac{s^{*}-f}{\left\|s^{*}-f\right\|}, u\right)\right| \leq \frac{\left\|s^{*}-f\right\|}{\left\|s^{*}-f\right\|} \cdot\|u\|=\|u\| \quad \text { for all } u \in \mathcal{F}
$$

where equality holds for $u=s^{*}-f \in \mathcal{F}$, since

$$
\varphi\left(s^{*}-f\right)=\left(\frac{s^{*}-f}{\left\|s^{*}-f\right\|}, s^{*}-f\right)=\frac{\left\|s^{*}-f\right\|^{2}}{\left\|s^{*}-f\right\|}=\left\|s^{*}-f\right\| .
$$

Therefore, $\varphi$ also satisfies the second condition in Theorem 3.46. By $s^{*}-f \perp \mathcal{S}$ we have

$$
\varphi(s)=\left(\frac{s^{*}-f}{\left\|s^{*}-f\right\|}, s\right)=0 \quad \text { for all } s \in \mathcal{S}
$$

and so $\varphi$ finally satisfies the third condition in Theorem 3.46.
In conclusion, $s^{*}$ is a best approximation to $f$. The uniqueness of $s^{*}$ follows from the strict convexity of the Euclidean norm $\|\cdot\|=(\cdot, \cdot)^{1 / 2}$.

Now we consider the special case of Euclidean approximation by finitedimensional approximation spaces $\mathcal{S}$. Therefore, suppose that $\mathcal{S} \subset \mathcal{F}$ is a linear subspace with $\operatorname{dim}(\mathcal{S})<\infty$. According to Corollary 3.8, there exists for any $f \in \mathcal{F}$ a best approximation $s^{*} \in \mathcal{S}$ to $f$ and, moreover, $s^{*}$ is unique, due to Theorem 3.37.

Suppose that $\mathcal{S}$ is spanned by $n \in \mathbb{N}$ basis elements $\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathcal{F}$, i.e.,

$$
\mathcal{S}=\operatorname{span}\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathcal{F}
$$

so that $\operatorname{dim}(\mathcal{S})=n<\infty$. To compute the unique best approximation $s^{*} \in \mathcal{S}$ to some $f \in \mathcal{F}$ we utilize the representation

$$
\begin{equation*}
s^{*}=\sum_{j=1}^{n} c_{j}^{*} s_{j} \in \mathcal{S} . \tag{4.2}
\end{equation*}
$$

Now the (necessary and sufficient) orthogonality condition $s^{*}-f \perp \mathcal{S}$ from Remark 4.2, or, in (4.1) is equivalent to the requirement

$$
\left(s^{*}, s_{k}\right)=\left(f, s_{k}\right) \quad \text { for all } 1 \leq k \leq n
$$

Therefore, the representation for $s^{*}$ in (4.2) leads us to the $n$ linear conditions

$$
\sum_{j=1}^{n} c_{j}^{*}\left(s_{j}, s_{k}\right)=\left(f, s_{k}\right) \quad \text { for } 1 \leq k \leq n
$$

[^17]and so to the linear equation system
\[

\left[$$
\begin{array}{cccc}
\left(s_{1}, s_{1}\right) & \left(s_{2}, s_{1}\right) & \cdots & \left(s_{n}, s_{1}\right) \\
\left(s_{1}, s_{2}\right) & \left(s_{2}, s_{2}\right) & \cdots & \left(s_{n}, s_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\left(s_{1}, s_{n}\right) & \left(s_{2}, s_{n}\right) & \cdots & \left(s_{n}, s_{n}\right)
\end{array}
$$\right] \cdot\left[$$
\begin{array}{c}
c_{1}^{*} \\
c_{2}^{*} \\
\vdots \\
c_{n}^{*}
\end{array}
$$\right]=\left[$$
\begin{array}{c}
\left(f, s_{1}\right) \\
\left(f, s_{2}\right) \\
\vdots \\
\left(f, s_{n}\right)
\end{array}
$$\right]
\]

or, in short,

$$
\begin{equation*}
G c^{*}=b \tag{4.3}
\end{equation*}
$$

with the $\operatorname{Gram}^{3}$ matrix $G=\left(\left(s_{j}, s_{k}\right)\right)_{1 \leq k, j \leq n} \in \mathbb{R}^{n \times n}$, the unknown coefficient vector $c^{*}=\left(c_{1}^{*}, \ldots, c_{n}^{*}\right)^{T} \in \mathbb{R}^{n}$ of $s^{*}$ in (4.2) and the right hand side $b=\left(\left(f, s_{1}\right), \ldots,\left(f, s_{n}\right)\right)^{T} \in \mathbb{R}^{n}$. Therefore, the solution $c^{*} \in \mathbb{R}^{n}$ of the linear system (4.3) yields the unknown coefficients of $s^{*}$ in (4.2).

Due to the existence and uniqueness of the best approximation $s^{*}$, the Gram matrix $G$ must be regular. We specialize this statement on $G$ as follows.

Theorem 4.4. The Gram matrix $G$ in (4.3) is symmetric positive definite.
Proof. The symmetry of $G$ follows from the symmetry of the inner product, whereby $\left(s_{j}, s_{k}\right)=\left(s_{k}, s_{j}\right)$ for all $1 \leq j, k \leq n$. Moreover, $G$ is positive definite, which also immediately follows from the properties of the inner product,

$$
c^{T} G c=\sum_{j, k=1}^{n} c_{j} c_{k}\left(s_{j}, s_{k}\right)=\left(\sum_{j=1}^{n} c_{j} s_{j}, \sum_{k=1}^{n} c_{k} s_{k}\right)=\left\|\sum_{j=1}^{n} c_{j} s_{j}\right\|^{2}>0
$$

for all $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n} \backslash\{0\}$.
Given our investigations in this section, the problem of Euclidean approximation by finite-dimensional approximation spaces $\mathcal{S}$ seems to be solved. The unique best approximation $s^{*}$ can be determined by the unique solution of the linear system (4.3), i.e., computing $s^{*}$ is equivalent to solving (4.3).

But note that we have not posed any conditions on the basis of $\mathcal{S}$, yet.
Next, we show that by suitable choices for bases of $\mathcal{S}$, we can avoid the linear system (4.3). Indeed, for an orthogonal basis $\left\{s_{1}, \ldots, s_{n}\right\}$ of $\mathcal{S}$, i.e.,

$$
\left(s_{j}, s_{k}\right)=\left\{\begin{array}{cc}
0 \quad \text { for } j \neq k \\
\left\|s_{j}\right\|^{2}>0 & \text { for } j=k
\end{array}\right.
$$

the Gram matrix $G$ is a diagonal matrix,

$$
G=\operatorname{diag}\left(\left\|s_{1}\right\|^{2}, \ldots,\left\|s_{n}\right\|^{2}\right)=\left[\begin{array}{lllll}
\left\|s_{1}\right\|^{2} & & & \\
& \left\|s_{2}\right\|^{2} & & \\
& & \ddots & \\
& & & \left\|s_{n}\right\|^{2}
\end{array}\right]
$$

[^18]in which case the solution $c^{*}$ of (4.3) is given by
$$
c^{*}=\left(\frac{\left(f, s_{1}\right)}{\left\|s_{1}\right\|^{2}}, \ldots, \frac{\left(f, s_{n}\right)}{\left\|s_{n}\right\|^{2}}\right)^{T} \in \mathbb{R}^{n}
$$

For an orthonormal basis $\left\{s_{1}, \ldots, s_{n}\right\}$ of $\mathcal{S}$, i.e., $\left(s_{j}, s_{k}\right)=\delta_{j k}$, the Gram matrix $G$ is the identity matrix, $G=I_{n} \in \mathbb{R}^{n \times n}$, in which case

$$
c^{*}=\left(\left(f, s_{1}\right), \ldots,\left(f, s_{n}\right)\right)^{T} \in \mathbb{R}^{n}
$$

In the following of this chapter, we develop suitable constructions and characterizations for orthogonal bases in relevant applications. Before doing so, we summarize the discussion of this section, and, moreover, we derive a few elementary properties of orthogonal bases.

### 4.2 Orthogonal Bases and Orthogonal Projections

From our discussion in the previous section, we can explicitly represent, for a fixed orthogonal basis (orthonormal basis), $\left\{s_{1}, \ldots, s_{n}\right\}$ of $\mathcal{S}$, the unique best approximation $s^{*} \in \mathcal{S}$ to $f$, for any $f \in \mathcal{F}$.

Theorem 4.5. Let $\mathcal{F}$ be a Euclidean space with inner product $(\cdot, \cdot)$. Moreover, let $\mathcal{S} \subset \mathcal{F}$ be a finite-dimensional linear subspace with orthogonal basis $\left\{s_{1}, \ldots, s_{n}\right\}$. Then, for any $f \in \mathcal{F}$,

$$
\begin{equation*}
s^{*}=\sum_{j=1}^{n} \frac{\left(f, s_{j}\right)}{\left\|s_{j}\right\|^{2}} s_{j} \in \mathcal{S} \tag{4.4}
\end{equation*}
$$

is the unique best approximation to $f$. For the special case of an orthonormal basis $\left\{s_{1}, \ldots, s_{n}\right\}$ for $\mathcal{S}$ we have the representation

$$
s^{*}=\sum_{j=1}^{n}\left(f, s_{j}\right) s_{j} \in \mathcal{S} .
$$

Now we study the linear and surjective operator $\Pi: \mathcal{F} \longrightarrow \mathcal{S}$, which maps any element $f \in \mathcal{F}$ to its unique best approximation $s^{*} \in \mathcal{S}$. But first we note that the optimality of the best approximation $s^{*}=\Pi(f)$ immediately implies the stability estimate

$$
\begin{equation*}
\|(I-\Pi)(f)\| \leq\|f-s\| \quad \text { for all } f \in \mathcal{F}, s \in \mathcal{S} \tag{4.5}
\end{equation*}
$$

where $I$ denotes the identity on $\mathcal{F}$. Moreover, for $f=s$ in (4.5) we get

$$
\Pi(s)=s \quad \text { for all } s \in \mathcal{S}
$$

and so $\Pi$ is a projection operator, i.e., $\Pi \circ \Pi=\Pi$. By the characterization of the best approximation $s^{*}=\Pi(f) \in \mathcal{S}$ in (4.1), the operator $\Pi$ is an orthogonal projection, since

$$
f-\Pi(f)=(I-\Pi)(f) \perp \mathcal{S} \quad \text { for all } f \in \mathcal{F}
$$

i.e., the linear operator $I-\Pi: \mathcal{F} \longrightarrow \mathcal{S}^{\perp}$ maps onto the orthogonal complement $\mathcal{S}^{\perp} \subset \mathcal{F}$ of $\mathcal{S}$ in $\mathcal{F}$. Moreover, $I-\Pi$ is also a projection operator, since for any $f \in \mathcal{F}$, we have

$$
\begin{aligned}
((I-\Pi) \circ(I-\Pi))(f) & =(I-\Pi)(f-\Pi(f)) \\
& =f-\Pi(f)-\Pi(f)+(\Pi \circ \Pi)(f) \\
& =f-\Pi(f)=(I-\Pi)(f)
\end{aligned}
$$

The orthogonality of $\Pi$ immediately implies another well-known result.
Theorem 4.6. The Pythagoras ${ }^{4}$ theorem

$$
\begin{equation*}
\|f-\Pi(f)\|^{2}+\|\Pi(f)\|^{2}=\|f\|^{2} \quad \text { for all } f \in \mathcal{F} \tag{4.6}
\end{equation*}
$$

holds.
Proof. For $f \in \mathcal{F}$ we have

$$
\begin{aligned}
\|f\|^{2} & =\|f-\Pi(f)+\Pi(f)\|^{2} \\
& =\|f-\Pi(f)\|^{2}+2(f-\Pi(f), \Pi(f))+\|\Pi(f)\|^{2} \\
& =\|f-\Pi(f)\|^{2}+\|\Pi(f)\|^{2} .
\end{aligned}
$$

The Pythagoras theorem implies two further stability results.
Corollary 4.7. For $I \neq \Pi$ the stability estimates

$$
\begin{equation*}
\|(I-\Pi)(f)\| \leq\|f\| \quad \text { and } \quad\|\Pi(f)\| \leq\|f\| \quad \text { for all } f \in \mathcal{F} \tag{4.7}
\end{equation*}
$$

hold. In particular, we have

$$
\|I-\Pi\|=1 \quad \text { and } \quad\|\Pi\|=1
$$

for the operator norms of $I-\Pi$ and $\Pi$.
Proof. The stability estimates in (4.7) follow directly from the Pythagoras theorem, Theorem 4.6. In the first inequality in (4.7), we have equality for every element $f-\Pi(f) \in \mathcal{S}^{\perp}$, whereas in the second inequality, we have equality for every $s \in \mathcal{S}$. Thereby, the operator norms of $I-\Pi$ and $\Pi$ are already determined by

$$
\|I-\Pi\|=\sup _{f \neq 0} \frac{\|(I-\Pi)(f)\|}{\|f\|}=1 \quad \text { and } \quad\|\Pi\|=\sup _{f \neq 0} \frac{\|\Pi(f)\|}{\|f\|}=1
$$

[^19]Next, we compute for $f \in \mathcal{F}$ the norm $\|\Pi(f)\|$ of $\Pi(f)=s^{*}$. To this end, we utilize, for a fixed orthogonal basis $\left\{s_{1}, \ldots, s_{n}\right\}$ of $\mathcal{S}$ the representation in (4.4), whereby

$$
\begin{equation*}
\Pi(f)=\sum_{j=1}^{n} \frac{\left(f, s_{j}\right)}{\left\|s_{j}\right\|^{2}} s_{j} \in \mathcal{S} \quad \text { for } f \in \mathcal{F} \tag{4.8}
\end{equation*}
$$

In particular, for $s \in \mathcal{S}$, we have the representation

$$
\begin{equation*}
\Pi(s)=s=\sum_{j=1}^{n} \frac{\left(s, s_{j}\right)}{\left\|s_{j}\right\|^{2}} s_{j} \in \mathcal{S} \quad \text { for all } s \in \mathcal{S} . \tag{4.9}
\end{equation*}
$$

Theorem 4.8. Let $\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathcal{S}$ be an orthogonal basis of $\mathcal{S}$. Then, the Parseval ${ }^{5}$ identity

$$
\begin{equation*}
(\Pi(f), \Pi(g))=\sum_{j=1}^{n} \frac{\left(f, s_{j}\right)\left(g, s_{j}\right)}{\left\|s_{j}\right\|^{2}} \quad \text { for all } f, g \in \mathcal{F} \tag{4.10}
\end{equation*}
$$

holds, where in particular

$$
\begin{equation*}
\|\Pi(f)\|^{2}=\sum_{j=1}^{n} \frac{\left|\left(f, s_{j}\right)\right|^{2}}{\left\|s_{j}\right\|^{2}} \quad \text { for all } f \in \mathcal{F} \tag{4.11}
\end{equation*}
$$

Proof. By the representation of $\Pi$ in (4.8), we have

$$
\begin{aligned}
(\Pi(f), \Pi(g)) & =\left(\sum_{j=1}^{n} \frac{\left(f, s_{j}\right)}{\left\|s_{j}\right\|^{2}} s_{j}, \sum_{k=1}^{n} \frac{\left(g, s_{k}\right)}{\left\|s_{k}\right\|^{2}} s_{k}\right) \\
& =\sum_{j, k=1}^{n} \frac{\left(f, s_{j}\right)}{\left\|s_{j}\right\|^{2}} \frac{\left(g, s_{k}\right)}{\left\|s_{k}\right\|^{2}}\left(s_{j}, s_{k}\right)=\sum_{j=1}^{n} \frac{\left(f, s_{j}\right)\left(g, s_{j}\right)}{\left\|s_{j}\right\|^{2}}
\end{aligned}
$$

for all $f, g \in \mathcal{F}$. For $f=g$ we obtain the stated representation in (4.11).
We finally add another important result.
Theorem 4.9. Let $\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathcal{S}$ be an orthogonal basis of $\mathcal{S}$. Then the Bessel ${ }^{6}$ inequality

$$
\begin{equation*}
\|\Pi(f)\|^{2}=\sum_{j=1}^{n} \frac{\left|\left(f, s_{j}\right)\right|^{2}}{\left\|s_{j}\right\|^{2}} \leq\|f\|^{2} \quad \text { for all } f \in \mathcal{F} \tag{4.12}
\end{equation*}
$$

holds. Moreover, we have the identity

$$
\|f-\Pi(f)\|^{2}=\|f\|^{2}-\sum_{j=1}^{n} \frac{\left|\left(f, s_{j}\right)\right|^{2}}{\left\|s_{j}\right\|^{2}} \leq\|f\|^{2} \quad \text { for all } f \in \mathcal{F} .
$$

[^20]Proof. The Bessel inequality follows from the second stability estimate in (4.7) in combination with the representation in (4.11). The second statement follows from the Pythagoras theorem (4.6) and the representation (4.11).

### 4.3 Fourier Partial Sums

In this section, we study one concrete example for Euclidean approximation. In this particular case, we wish to approximate a continuous $2 \pi$-periodic function by real-valued trigonometric polynomials. To this end, we equip the linear space of all real-valued continuous $2 \pi$-periodic functions

$$
\mathscr{C}_{2 \pi} \equiv \mathscr{C}_{2 \pi}^{\mathbb{R}}=\{f: \mathbb{R} \longrightarrow \mathbb{R} \mid f \in \mathscr{C}(\mathbb{R}) \text { and } f(x)=f(x+2 \pi) \text { for all } x \in \mathbb{R}\}
$$

with the inner product

$$
\begin{equation*}
(f, g)_{\mathbb{R}}=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) g(x) \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}_{2 \pi} \tag{4.13}
\end{equation*}
$$

which by $\|\cdot\|_{\mathbb{R}}=(\cdot, \cdot)_{\mathbb{R}}^{1 / 2}$ defines a Euclidean norm on $\mathscr{C}_{2 \pi}$, so that

$$
\|f\|_{\mathbb{R}}^{2}=\frac{1}{\pi} \int_{0}^{2 \pi}|f(x)|^{2} \mathrm{~d} x \quad \text { for } f \in \mathscr{C}_{2 \pi}
$$

Therefore, $\mathscr{C}_{2 \pi}$ with $\|\cdot\|_{\mathbb{R}}=(\cdot, \cdot)_{\mathbb{R}}^{1 / 2}$ is a Euclidean space.
For the approximation space, we consider choosing the linear space of all real-valued trigonometric polynomials of degree at most $n \in \mathbb{N}_{0}$,

$$
\mathcal{T}_{n} \equiv \mathcal{T}_{n}^{\mathbb{R}}=\operatorname{span}\left\{\frac{1}{\sqrt{2}}, \cos (j \cdot), \sin (j \cdot) \mid 1 \leq j \leq n\right\} \quad \text { for } n \in \mathbb{N}_{0}
$$

Therefore, by using the notations introduced at the outset of this chapter, we consider the special case of the Euclidean space $\mathcal{F}=\mathscr{C}_{2 \pi}$, equipped with the norm $\|\cdot\|_{\mathbb{R}}=(\cdot, \cdot)_{\mathbb{R}}^{1 / 2}$, and the linear approximation space $\mathcal{S}=\mathcal{T}_{n} \subset \mathscr{C}_{2 \pi}$ of finite dimension $\operatorname{dim}\left(\mathcal{T}_{n}\right)=2 n+1$, for $n \in \mathbb{N}_{0}$.

Remark 4.10. In the following chapters, we also use complex-valued trigonometric polynomials from $\mathcal{T}_{n}^{\mathbb{C}}$ for the approximation of complex-valued continuous $2 \pi$-periodic functions from

$$
\mathscr{C}_{2 \pi}^{\mathbb{C}}=\{f: \mathbb{R} \longrightarrow \mathbb{C} \mid f \in \mathscr{C}(\mathbb{R}) \text { and } f(x)=f(x+2 \pi) \text { for all } x \in \mathbb{R}\}
$$

In that case, we equip $\mathscr{C}_{2 \pi}^{\mathbb{C}}$ with the inner product

$$
\begin{equation*}
(f, g)_{\mathbb{C}}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x) \overline{g(x)} \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}_{2 \pi}^{\mathbb{C}} \tag{4.14}
\end{equation*}
$$

and thereby obtain the Euclidean norm $\|\cdot\|_{\mathbb{C}}=(\cdot, \cdot)_{\mathbb{C}}^{1 / 2}$ on $\mathscr{C}_{2 \pi}^{\mathbb{C}}$. The different scalar factors, $1 / \pi$ for $(\cdot, \cdot)_{\mathbb{R}}$ in $(4.13)$ and $1 /(2 \pi)$ for $(\cdot, \cdot)_{\mathbb{C}}$ in $(4.14)$, will be useful later. To keep notations simple, we will from now use $(\cdot, \cdot)=(\cdot, \cdot)_{\mathbb{R}}$ and $\|\cdot\|=\|\cdot\|_{\mathbb{R}}$ for the inner product (4.13) and the norm on $\mathscr{C}_{2 \pi} \equiv \mathscr{C}_{2 \pi}^{\mathbb{R}}$.

For the approximation of $f \in \mathscr{C}_{2 \pi}$, we use fundamental results, as developed in the previous section. In particular, we make use of orthonormal systems to construct best approximations to $f$. To this end, we take note of the following important result.

Theorem 4.11. For $n \in \mathbb{N}_{0}$, the real-valued trigonometric polynomials

$$
\begin{equation*}
\left\{\frac{1}{\sqrt{2}}, \cos (j \cdot), \sin (j \cdot) \mid 1 \leq j \leq n\right\} \tag{4.15}
\end{equation*}
$$

form an orthonormal system in $\mathscr{C}_{2 \pi}$.
Proof. From the usual addition theorems for trigonometric polynomials we get the identities

$$
\begin{align*}
2 \cos (j x) \cos (k x) & =\cos ((j-k) x)+\cos ((j+k) x)  \tag{4.16}\\
2 \sin (j x) \sin (k x) & =\cos ((j-k) x)-\cos ((j+k) x)  \tag{4.17}\\
2 \sin (j x) \cos (k x) & =\sin ((j-k) x)+\sin ((j+k) x) . \tag{4.18}
\end{align*}
$$

The $2 \pi$-periodicity of $\cos ((j \pm k) x)$ and $\sin ((j \pm k) x)$ implies

$$
\begin{aligned}
& (\cos (j \cdot), \cos (k \cdot))=\frac{1}{2 \pi} \int_{0}^{2 \pi}[\cos ((j-k) x)+\cos ((j+k) x)] \mathrm{d} x=0 \\
& (\sin (j \cdot), \sin (k \cdot))=\frac{1}{2 \pi} \int_{0}^{2 \pi}[\cos ((j-k) x)-\cos ((j+k) x)] \mathrm{d} x=0
\end{aligned}
$$

for $j \neq k$ and

$$
(\sin (j \cdot), \cos (k \cdot))=\frac{1}{2 \pi} \int_{0}^{2 \pi}[\sin ((j-k) x)+\sin ((j+k) x)] \mathrm{d} x=0
$$

for all $j, k \in\{1, \ldots, n\}$. Moreover, we have

$$
\begin{aligned}
& \left(\frac{1}{\sqrt{2}}, \cos (j \cdot)\right)=\frac{1}{\sqrt{2} \pi} \int_{0}^{2 \pi} \cos (j x) \mathrm{d} x=0 \\
& \left(\frac{1}{\sqrt{2}}, \sin (j \cdot)\right)=\frac{1}{\sqrt{2} \pi} \int_{0}^{2 \pi} \sin (j x) \mathrm{d} x=0
\end{aligned}
$$

for $j=1, \ldots, n$, so that the functions in (4.15) form an orthogonal system.
The orthonormality of the functions in (4.15) finally follows from

$$
\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} 1 \mathrm{~d} x=1
$$

and

$$
\begin{aligned}
& (\cos (j \cdot), \cos (j \cdot))=\frac{1}{2 \pi} \int_{0}^{2 \pi}[1+\cos (2 j x)] \mathrm{d} x=1 \\
& (\sin (j \cdot), \sin (j \cdot))=\frac{1}{2 \pi} \int_{0}^{2 \pi}[1-\cos (2 j x)] \mathrm{d} x=1
\end{aligned}
$$

where we use the representations in (4.16) and (4.17) yet once more.
We now connect to the results of Theorems 4.5 and 4.11, where we can, for any function $f \in \mathscr{C}_{2 \pi}$, represent its unique best approximation $s^{*} \in \mathcal{T}_{n}$ by

$$
\begin{equation*}
s^{*}(x)=\left(f, \frac{1}{\sqrt{2}}\right) \frac{1}{\sqrt{2}}+\sum_{j=1}^{n}[(f, \cos (j \cdot)) \cos (j x)+(f, \sin (j \cdot)) \sin (j x)] . \tag{4.19}
\end{equation*}
$$

We reformulate the representation for $s^{*}$ in (4.19) and introduce on this occasion the important notion of Fourier partial sums.

Corollary 4.12. For $f \in \mathscr{C}_{2 \pi}$, the unique best approximation $s^{*} \in \mathcal{T}_{n}$ to $f$ is given by the $n$-th Fourier partial sum of $f$,

$$
\begin{equation*}
\left(F_{n} f\right)(x)=\frac{a_{0}}{2}+\sum_{j=1}^{n}\left[a_{j} \cos (j x)+b_{j} \sin (j x)\right] \tag{4.20}
\end{equation*}
$$

The coefficients $a_{0}=(f, 1)$ and

$$
\begin{align*}
a_{j} & \equiv a_{j}(f)=(f, \cos (j \cdot))=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \cos (j x) \mathrm{d} x  \tag{4.21}\\
b_{j} & \equiv b_{j}(f)=(f, \sin (j \cdot))=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \sin (j x) \mathrm{d} x \tag{4.22}
\end{align*}
$$

for $1 \leq j \leq n$ are called Fourier coefficients of $f$.
The Fourier partial sum (4.20) is split into an even part, given by the partial sum of the even trigonometric polynomials $\{\cos (j \cdot), 0 \leq j \leq n\}$ with "even" Fourier coefficients $a_{j}$, and into an odd part, given by the partial sum of the odd trigonometric polynomials $\{\sin (j \cdot), 1 \leq j \leq n\}$ with "odd" Fourier coefficients $b_{j}$. We can show that for any even function $f \in \mathscr{C}_{2 \pi}$, all odd Fourier coefficients $b_{j}$ vanish. Likewise, for an odd function $f \in \mathscr{C}_{2 \pi}$, all even Fourier coefficients $a_{j}$ vanish. On this occasion, we recall the result of Proposition 3.42, from which these statements immediately follow. But we wish to compute the Fourier coefficients explicitly.

Corollary 4.13. For $f \in \mathscr{C}_{2 \pi}$, the following statements are true.
(a) If $f$ is even, then the Fourier partial sum $F_{n} f$ in (4.20) is even and the Fourier coefficients $a_{j}$ in (4.21) have the representation

$$
a_{j}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos (j x) \mathrm{d} x \quad \text { for } 0 \leq j \leq n
$$

(b) If $f$ is odd, then the Fourier partial sum $F_{n} f$ in (4.20) is odd and the Fourier coefficients $b_{j}$ in (4.22) have the representation

$$
b_{j}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin (j x) \mathrm{d} x \quad \text { for } 1 \leq j \leq n
$$

Proof. For an even function $f \in \mathscr{C}_{2 \pi}$ we have $b_{j}=0$, for all $1 \leq j \leq n$, since

$$
\begin{aligned}
b_{j} & =\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \sin (j x) \mathrm{d} x=-\frac{1}{\pi} \int_{0}^{-2 \pi} f(-x) \sin (-j x) \mathrm{d} x \\
& =-\frac{1}{\pi} \int_{-2 \pi}^{0} f(x) \sin (j x) \mathrm{d} x=-\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \sin (j x) \mathrm{d} x=-b_{j},
\end{aligned}
$$

and so the Fourier partial sum $F_{n} f$ in (4.20) is even. Moreover, we have

$$
a_{0}=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \mathrm{d} x=\frac{2}{\pi} \int_{0}^{\pi} f(x) \mathrm{d} x
$$

and, for $1 \leq j \leq n$,

$$
\begin{aligned}
\pi a_{j} & =\int_{-\pi}^{\pi} f(x) \cos (j x) \mathrm{d} x=\int_{-\pi}^{0} f(x) \cos (j x) \mathrm{d} x+\int_{0}^{\pi} f(x) \cos (j x) \mathrm{d} x \\
& =\int_{0}^{\pi} f(-x) \cos (-j x) \mathrm{d} x+\int_{0}^{\pi} f(x) \cos (j x) \mathrm{d} x=2 \int_{0}^{\pi} f(x) \cos (j x) \mathrm{d} x
\end{aligned}
$$

This completes our proof for (a). We can prove (b) analogously.
Example 4.14. We consider approximating the periodic function $f \in \mathscr{C}_{2 \pi}$, defined as $f(x)=\pi-|x|$, for $x \in[-\pi, \pi]$. To this end, we determine for $n \in \mathbb{N}$ the Fourier coefficients $a_{j}, b_{j}$ of the Fourier partial sum $F_{n} f$. Since $f$ is an even function, we can apply Corollary 4.13, statement (a). From this, we see that $b_{j}=0$, for all $1 \leq j \leq n$, and, moreover,

$$
a_{j}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos (j x) \mathrm{d} x \quad \text { for } 0 \leq j \leq n
$$

Integration by parts gives

$$
\begin{aligned}
\int_{0}^{\pi} f(x) \cos (j x) \mathrm{d} x & =\left.\frac{1}{j} f(x) \sin (j x)\right|_{0} ^{\pi}-\frac{1}{j} \int_{0}^{\pi} f^{\prime}(x) \sin (j x) \mathrm{d} x \\
& =\frac{1}{j} \int_{0}^{\pi} \sin (j x) \mathrm{d} x=-\left.\frac{1}{j^{2}} \cos (j x)\right|_{0} ^{\pi} \quad \text { for } 1 \leq j \leq n
\end{aligned}
$$

and so we have $a_{j}=0$ for all even indices $j \in\{1, \ldots, n\}$, while

$$
a_{j}=\frac{4}{\pi j^{2}} \quad \text { for all odd indices } j \in\{1, \ldots, n\}
$$

We finally compute the Fourier coefficient $a_{0}$ by

$$
a_{0}=(f, 1)=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \mathrm{d} x=\frac{2}{\pi} \int_{0}^{\pi}(\pi-x) \mathrm{d} x=\frac{2}{\pi}\left[-\frac{1}{2}(\pi-x)^{2}\right]_{0}^{\pi}=\pi
$$

Altogether, we obtain the representation

$$
\begin{aligned}
\left(F_{n} f\right)(x)=\frac{\pi}{2}+\sum_{j=1}^{n} a_{j} \cos (j x) & =\frac{\pi}{2}+\frac{4}{\pi} \sum_{\substack{j=1 \\
j \text { odd }}}^{n} \frac{1}{j^{2}} \cos (j x) \\
& =\frac{\pi}{2}+\frac{4}{\pi} \sum_{k=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{\cos ((2 k+1) x)}{(2 k+1)^{2}}
\end{aligned}
$$

for the $n$-th Fourier partial sum of $f$.
For illustration the function graphs of the Fourier partial sums $F_{n} f$ and of the error functions $F_{n} f-f$, for $n=2,4,16$, are shown in Figures 4.1-4.3.

As we have seen in Section in 2.6, the real-valued Fourier partial sum $F_{n} f$ in (4.20) can be represented as complex Fourier partial sum of the form

$$
\begin{equation*}
\left(F_{n} f\right)(x)=\sum_{j=-n}^{n} c_{j} \mathrm{e}^{\mathrm{i} j x} \tag{4.23}
\end{equation*}
$$

For the conversion of the Fourier coefficients, we apply the linear mapping in (2.69), whereby, with using the Eulerean formula (2.67), we obtain for the complex Fourier coefficients in (4.23) the representation

$$
\begin{equation*}
c_{j}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x) \mathrm{e}^{-\mathrm{i} j x} \mathrm{~d} x \quad \text { for } j=-n, \ldots, n \tag{4.24}
\end{equation*}
$$

We remark that the complex Fourier coefficients $c_{j}$ in (4.24) can also, like the real Fourier coefficients $a_{j}$ in (4.21) and $b_{j}$ in (4.22), be expressed via inner products. In fact, by using the complex inner product $(\cdot, \cdot)_{\mathbb{C}}$ in $(4.14)$, we can rewrite the representation in (4.24) as

$$
c_{j}=(f, \exp (\mathrm{i} j \cdot))_{\mathbb{C}} \quad \text { for } j=-n, \ldots, n
$$




Fig. 4.1. Approximation of the function $f(x)=\pi-|x|$ on the interval $[-\pi, \pi]$ by the Fourier partial sum $\left(F_{2} f\right)(x)$ (see Example 4.14).



Fig. 4.2. Approximation of the function $f(x)=\pi-|x|$ on the interval $[-\pi, \pi]$ by the Fourier partial sum $\left(F_{4} f\right)(x)$ (see Example 4.14).


Fourier partial sum $F_{16} f$


Fig. 4.3. Approximation of the function $f(x)=\pi-|x|$ on the interval $[-\pi, \pi]$ by the Fourier partial sum $\left(F_{16} f\right)(x)$ (see Example 4.14).

Now we wish to approximate the complex Fourier coefficients $c_{j}$.
To this end, we apply the composite trapezoidal rule with $N=2 n+1$ equidistant knots

$$
x_{k}=\frac{2 \pi}{N} k \in[0,2 \pi) \quad \text { for } k=0, \ldots, N-1
$$

so that

$$
\begin{equation*}
c_{j} \approx \frac{1}{N} \sum_{k=0}^{N-1} f\left(x_{k}\right) \mathrm{e}^{-\mathrm{i} j x_{k}}=\frac{1}{N} \sum_{k=0}^{N-1} f\left(x_{k}\right) \omega_{N}^{-j k} \tag{4.25}
\end{equation*}
$$

where $\omega_{N}=\mathrm{e}^{2 \pi \mathrm{i} / N}$ denotes the $N$-th root of unity in (2.74). In this way, the vector $c=\left(c_{-n}, \ldots, c_{n}\right)^{T} \in \mathbb{C}^{N}$ of the complex Fourier coefficients (4.24) is approximated by the discrete Fourier transform (2.79) from the data vector

$$
f=\left(f_{0}, \ldots, f_{N-1}\right)^{T} \in \mathbb{R}^{N}
$$

where $f_{k}=f\left(x_{k}\right)$ for $k=0, \ldots, N-1$. In order to compute the Fourier coefficients $c \in \mathbb{C}^{N}$ efficiently, we apply the fast Fourier transform (FFT) from Section 2.7. According to Theorem 2.46, the FFT can be performed in $\mathcal{O}(N \log (N))$ steps.

We close this section with the following remark.
The Fourier operator $F_{n}: \mathscr{C}_{2 \pi} \longrightarrow \mathcal{T}_{n}$ gives the orthogonal projection of $\mathscr{C}_{2 \pi}$ onto $\mathcal{T}_{n}$. In Chapter 6, we will analyze the asymptotic behaviour of the operator $F_{n}$, for $n \rightarrow \infty$, in more detail, where we will address the following fundamental questions.

- Is the Fourier series

$$
\left(F_{\infty} f\right)(x)=\frac{a_{0}}{2}+\sum_{j=1}^{\infty}\left[a_{j} \cos (j x)+b_{j} \sin (j x)\right] \quad \text { for } f \in \mathscr{C}_{2 \pi}
$$

of $f$ convergent?

- If so, does the Fourier series $F_{\infty} f$ converge to $f$ ?
- If so, how fast does the Fourier series $F_{\infty} f$ converge to $f$ ?

In particular, we will investigate, if at all, in which sense (e.g. pointwise, or uniformly, or with respect to the Euclidean norm $\|\cdot\|$ ) the convergence of the Fourier series $F_{\infty} f$ holds. In Chapter 6 , we will give answers, especially for the asymptotic behaviour of the approximation error

$$
\eta\left(f, \mathcal{T}_{n}\right)=\left\|F_{n} f-f\right\| \quad \text { and } \quad \eta_{\infty}\left(f, \mathcal{T}_{n}\right)=\left\|F_{n} f-f\right\|_{\infty} \quad \text { for } n \rightarrow \infty
$$

This will lead us to specific conditions on the smoothness of $f$.

### 4.4 Orthogonal Polynomials

Now we study another important special case of Euclidean approximation. In this particular case, we wish to approximate continuous functions from $\mathscr{C}[a, b]$, where $[a, b] \subset \mathbb{R}$ denotes a compact interval.

For the approximation space, we take, for fixed $n \in \mathbb{N}_{0}$, the linear space $\mathcal{P}_{n}$ of algebraic polynomials of degree at most $n \in \mathbb{N}_{0}$, where $\operatorname{dim}\left(\mathcal{P}_{n}\right)=n+1$, i.e., throughout this section, we regard the special case where $\mathcal{S}=\mathcal{P}_{n}$ and $\mathcal{F}=\mathscr{C}[a, b]$.

We introduce an inner product for the function space $\mathscr{C}[a, b]$ as follows. For a positive and integrable weight function $w \in \mathscr{C}(a, b)$, satisfying

$$
\int_{a}^{b} w(x) \mathrm{d} x<\infty
$$

the function space $\mathscr{C}[a, b]$ is by

$$
(f, g)_{w}=\int_{a}^{b} f(x) g(x) w(x) \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}[a, b]
$$

equipped with an inner product, yielding the Euclidean norm $\|\cdot\|_{w}=(\cdot, \cdot)_{w}^{1 / 2}$, so that

$$
\|f\|_{w}^{2}=\int_{a}^{b}|f(x)|^{2} w(x) \mathrm{d} x \quad \text { for } f \in \mathscr{C}[a, b]
$$

Later in this section, we make concrete examples for the weight function $w$.
To approximate functions from $\mathscr{C}[a, b]$, we apply Theorem 4.5 , so that we can, for $f \in \mathscr{C}[a, b]$, represent the unique best approximation $s^{*} \in \mathcal{P}_{n}$ to $f$ explicitly. In order to do so, we need an orthogonal system for $\mathcal{P}_{n}$. To this end, we propose an algorithm, which constructs for any weighted inner product $(\cdot, \cdot)_{w}$ an orthogonal basis

$$
\left\{p_{0}, p_{1}, \ldots, p_{n}\right\} \subset \mathcal{P}_{n}
$$

for the polynomial space $\mathcal{P}_{n}$.
The following orthogonalization algorithm by Gram-Schmidt ${ }^{7}$ belongs to the standard repertoire of linear algebra. In this iterative method, a given basis $\mathcal{B} \subset \mathcal{S}$ of a finite-dimensional Euclidean space $\mathcal{S}$ is, by successive orthogonal projections of the basis elements from $\mathcal{B}$, transformed into an orthogonal basis of $\mathcal{S}$. The formulation of this constructive method is detailed in the Gram-Schmidt algorithm, Algorithm 4, which we here apply to the monomial basis $\mathcal{B}=\left\{1, x, x^{2}, \ldots, x^{n}\right\}$ of $\mathcal{S}=\mathcal{P}_{n}$.

[^21]```
Algorithm 4 Gram-Schmidt algorithm
    function Gram-SchmidT
        let \(p_{0}:=1\);
        for \(k=0, \ldots, n-1\) do
            let
                \(p_{k+1}:=x^{k+1}-\sum_{j=0}^{k} \frac{\left(x^{k+1}, p_{j}\right)_{w}}{\left\|p_{j}\right\|_{w}^{2}} p_{j} ;\)
        end for
    end function
```

Proposition 4.15. The polynomials $p_{0}, \ldots, p_{n} \in \mathcal{P}_{n}$, output by the GramSchmidt algorithm, Algorithm 4, form an orthogonal basis for $\mathcal{P}_{n}$.

Proof. Obviously, $p_{k} \in \mathcal{P}_{k} \subset \mathcal{P}_{n}$, for all $0 \leq k \leq n$. Moreover, the orthogonality relation

$$
p_{k+1}=x^{k+1}-\Pi\left(x^{k+1}\right) \perp \mathcal{P}_{k} \quad \text { for all } k=0, \ldots, n-1,
$$

holds, where

$$
\Pi\left(x^{k+1}\right)=\sum_{j=0}^{k} \frac{\left(x^{k+1}, p_{j}\right)_{w}}{\left\|p_{j}\right\|_{w}^{2}} p_{j}
$$

is the orthogonal projection of the monomial $x^{k+1}$ onto $\mathcal{P}_{k}$ w.r.t. $(\cdot, \cdot)_{w}$. Therefore, the polynomials $p_{0}, \ldots, p_{n}$ form an orthogonal basis for $\mathcal{P}_{n}$.

Note that the orthogonalization method of Gram-Schmidt guarantees, for any weighted inner product $(\cdot, \cdot)_{w}$, the existence of an orthogonal basis for $\mathcal{P}_{n}$ with respect to $(\cdot, \cdot)_{w}$. Moreover, the Gram-Schmidt construction of orthogonal polynomials in Algorithm 4 is unique up to $n+1$ (non-vanishing) scaling factors, one for the initialization (in line 2) and one for each of the $n$ for loop cycles (line 4). The scaling factors could be used to normalize the orthogonal system of polynomials, where the following options are commonly used.

- Normalization of the leading coefficient
$p_{0} \equiv 1$ and $p_{k}(x)=x^{k}+q_{k-1}(x)$ for some $q_{k-1} \in \mathcal{P}_{k-1}$ for $k=1, \ldots, n$
- Normalization at one
$p_{k}(1)=1$ for all $k=0, \ldots, n$
- Normalization of norm (orthonormalization)

Let $p_{0}:=p_{0} /\left\|p_{0}\right\|_{w}$ (line 2) and $p_{k}:=p_{k} /\left\|p_{k}\right\|_{w}$ (line 4), $k=1, \ldots, n$.
However, the Gram-Schmidt algorithm is problematic for numerical reasons. In fact, on the one hand, it is unstable, especially for input bases $\mathcal{B}$ with almost linearly dependent basis elements. On the other hand, the GramSchmidt algorithm is very inefficient. In contrast, the following three-term recursion is much more suitable for efficient and stable constructions of orthogonal polynomials.

Theorem 4.16. For any weighted inner product $(\cdot, \cdot)_{w}$, there are unique orthogonal polynomials $p_{k} \in \mathcal{P}_{k}$, for $k \geq 0$, with leading coefficient one. The orthogonal polynomials $\left(p_{k}\right)_{k \in \mathbb{N}_{0}}$ satisfy the three-term recursion

$$
\begin{equation*}
p_{k}(x)=\left(x+a_{k}\right) p_{k-1}(x)+b_{k} p_{k-2}(x) \quad \text { for } k \geq 1 \tag{4.26}
\end{equation*}
$$

for initial values $p_{-1} \equiv 0, p_{0} \equiv 1$ and coefficients
$a_{k}=-\frac{\left(x p_{k-1}, p_{k-1}\right)_{w}}{\left\|p_{k-1}\right\|_{w}^{2}}$ for $k \geq 1 \quad$ and $\quad b_{1}=1, b_{k}=-\frac{\left\|p_{k-1}\right\|_{w}^{2}}{\left\|p_{k-2}\right\|_{w}^{2}}$ for $k \geq 2$.
Proof. We prove the statement by induction on $k$.
Initial step: For $k=0$, the constant $p_{0} \equiv 1$ is the unique polynomial in $\mathcal{P}_{0}$ with leading coefficient one.
Induction hypothesis: Assume that $p_{0}, \ldots, p_{k-1}, k \geq 1$, are unique orthogonal polynomials with leading coefficient one, where $p_{j} \in \mathcal{P}_{j}$ for $j=0, \ldots, k-1$. Induction step $(k-1 \longrightarrow k)$ : Let $p_{k} \in \mathcal{P}_{k} \backslash \mathcal{P}_{k-1}$ be a polynomial with leading coefficient one. Then, the difference $p_{k}-x p_{k-1}$ lies in $\mathcal{P}_{k-1}$, so that we have (with using the orthogonal basis $p_{0}, \ldots, p_{k-1}$ of $\mathcal{P}_{k-1}$ ) the representation

$$
p_{k}(x)-x p_{k-1}(x)=\sum_{j=0}^{k-1} c_{j} p_{j}(x) \quad \text { with } c_{j}=\frac{\left(p_{k}-x p_{k-1}, p_{j}\right)_{w}}{\left\|p_{j}\right\|_{w}^{2}}
$$

We now formulate necessary conditions for the coefficients $c_{j}$, under which the orthogonality $p_{k} \perp \mathcal{P}_{k-1}$ holds. From $p_{k} \perp \mathcal{P}_{k-1}$ we get

$$
c_{j}=-\frac{\left(x p_{k-1}, p_{j}\right)_{w}}{\left\|p_{j}\right\|_{w}^{2}}=-\frac{\left(p_{k-1}, x p_{j}\right)_{w}}{\left\|p_{j}\right\|_{w}^{2}} \quad \text { for } j=0, \ldots, k-1
$$

This in turn implies $c_{0}=\ldots=c_{k-3}=0$ and, moreover,

$$
c_{k-1}=-\frac{\left(x p_{k-1}, p_{k-1}\right)_{w}}{\left\|p_{k-1}\right\|_{w}^{2}} \text { and } c_{k-2}=-\frac{\left(p_{k-1}, x p_{k-2}\right)_{w}}{\left\|p_{k-2}\right\|_{w}^{2}}=-\frac{\left(p_{k-1}, p_{k-1}\right)_{w}}{\left\|p_{k-2}\right\|_{w}^{2}}
$$

Therefore, all coefficients $c_{0}, \ldots, c_{k-1}$ are uniquely determined, whereby $p_{k}$ is uniquely determined. Moreover, the stated three-term recursion in (4.26),

$$
p_{k}(x)=\left(x+c_{k-1}\right) p_{k-1}(x)+c_{k-2} p_{k-2}(x)=\left(x+a_{k}\right) p_{k-1}(x)+b_{k} p_{k-2}(x)
$$

holds with $a_{k}=c_{k-1}$, for $k \geq 1, b_{k}=c_{k-2}$, for $k \geq 2$, and where $b_{1}:=1$.
Remark 4.17. Due to the uniqueness of the coefficients $a_{k}$, for $k \geq 1$, and $b_{k}$, for $k \geq 2$, the conditions of the three-term recursion (4.26) are also sufficient, i.e., the three-term recursion in (4.26) generates the unique orthogonal polynomials $p_{k} \in \mathcal{P}_{k}$, for $k \geq 0$, w.r.t. the weighted inner product $(\cdot, \cdot)_{w}$.

Next, we discuss important properties of orthogonal polynomials, where their zeros are of particular interest. We can show that orthogonal polynomials have only simple zeros. To this end, we first prove a more general result for continuous functions.

Theorem 4.18. Let $g \in \mathscr{C}[a, b]$ satisfy $(g, p)_{w}=0$ for all $p \in \mathcal{P}_{n}$, i.e., $g \perp \mathcal{P}_{n}$, for $n \in \mathbb{N}_{0}$. Then, either $g$ vanishes identically on $[a, b]$ or $g$ has at least $n+1$ zeros with changing sign in $(a, b)$.

Proof. Suppose $g \in \mathscr{C}[a, b] \backslash\{0\}$ has only $k<n+1$ zeros

$$
a<x_{1}<\ldots<x_{k}<b
$$

with changing sign. Then, the product $g \cdot p$ between $g$ and the polynomial

$$
p(x)=\prod_{j=1}^{k}\left(x-x_{j}\right) \in \mathcal{P}_{k} \subset \mathcal{P}_{n}
$$

has no sign change on $(a, b)$. Therefore, the inner product

$$
(g, p)_{w}=\int_{a}^{b} g(x) p(x) w(x) \mathrm{d} x
$$

cannot vanish. This is in contradiction to the assumed orthogonality $g \perp \mathcal{P}_{n}$. Therefore, $g$ has at least $n+1$ zeros with changing sign in $(a, b)$.

Corollary 4.19. Suppose $p_{n} \in \mathcal{P}_{n}$ is a polynomial satisfying $p_{n} \perp \mathcal{P}_{n-1}$, for $n \in \mathbb{N}$. Then, either $p_{n} \equiv 0$ or $p_{n}$ has exactly $n$ simple zeros in $(a, b)$.

Proof. On the one hand, by Theorem 4.18, $p_{n}$ has at least $n$ pairwise distinct zeros in $(a, b)$. Now suppose $p_{n} \not \equiv 0$. Since $p_{n}$ is an algebraic polynomial in $\mathcal{P}_{n} \backslash\{0\}, p_{n}$ has, on the other hand, at most $n$ zeros. Altogether, $p_{n}$ has exactly $n$ zeros in ( $a, b$ ), where each zero must be simple.

Corollary 4.20. Let $p_{n}^{*} \in \mathcal{P}_{n}$ be a best approximation to $f \in \mathscr{C}[a, b] \backslash \mathcal{P}_{n}$. Then, the error function $p_{n}^{*}-f$ has at least $n+1$ zeros with changing sign in $(a, b)$.

Proof. According to Remark 4.2, we have the orthogonality $p_{n}^{*}-f \perp \mathcal{P}_{n}$. Since $f \not \equiv p_{n}^{*}$, the error function $p_{n}^{*}-f$ has, due to Theorem 4.18, at least $n+1$ zeros with changing sign in $(a, b)$.

We remark that Corollary 4.20 yields a necessary condition to characterize the best approximation $p^{*} \in \mathcal{P}_{n}$ to $f \in \mathscr{C}[a, b]$. This condition could $a$ posteriori be used for consistency check. If we knew the $n+1$ simple zeros $X=\left\{x_{1}, \ldots, x_{n+1}\right\} \subset(a, b)$ of the error function $p^{*}-f a$ priori, then we
would be able to compute the best approximation $p^{*} \in \mathcal{P}_{n}$ via the interpolation conditions $p_{X}^{*}=f_{X}$. However, in the general case, the zeros of $p^{*}-f$ are usually unknown.

We finally introduce three relevant families of orthogonal polynomials. For a more comprehensive discussion on orthogonal polynomials, we refer to the classical textbook [67] by Gábor Szegő ${ }^{8}$ or, for numerical aspects, to the textbook [57].

### 4.4.1 Chebyshev Polynomials

We have studied the Chebyshev polynomials

$$
\begin{equation*}
T_{n}(x)=\cos (n \arccos (x)) \quad \text { for } n \in \mathbb{N}_{0} \tag{4.27}
\end{equation*}
$$

already in Section 2.5. Let us first recall some of the basic properties of the Chebyshev polynomials $T_{n} \in \mathcal{P}_{n}$, in particular the three-term recursion from Theorem 2.27,

$$
\begin{equation*}
T_{n+1}(x)=2 x T_{n}(x)-T_{n-1}(x) \quad \text { for } n \in \mathbb{N} \tag{4.28}
\end{equation*}
$$

with initial values $T_{0} \equiv 1$ and $T_{1}(x)=x$.
Now we show that the Chebyshev polynomials $\left\{T_{0}, \ldots, T_{n}\right\} \subset \mathcal{P}_{n}$ are orthogonal polynomials w.r.t. the weight function $w:(-1,1) \longrightarrow(0, \infty)$, defined as

$$
\begin{equation*}
w(x)=\frac{1}{\sqrt{1-x^{2}}} \quad \text { for } x \in(-1,1) \tag{4.29}
\end{equation*}
$$

Theorem 4.21. For $n \in \mathbb{N}_{0}$ the set of Chebyshev polynomials $\left\{T_{0}, \ldots, T_{n}\right\}$ form an orthogonal basis for $\mathcal{P}_{n}$ w.r.t. the weight function $w$ in (4.29), where

$$
\left(T_{j}, T_{k}\right)_{w}=\left\{\begin{array}{cl}
0 & \text { for } j \neq k  \tag{4.30}\\
\pi & \text { for } j=k=0 \\
\pi / 2 & \text { for } j=k>0
\end{array} \quad \text { for } 0 \leq j, k \leq n\right.
$$

Proof. By the substitution $\phi=\arccos (x)$ we show the orthogonality

$$
\begin{aligned}
\left(T_{j}, T_{k}\right)_{w} & =\int_{-1}^{1} \frac{T_{j}(x) T_{k}(x)}{\sqrt{1-x^{2}}} \mathrm{~d} x=\int_{-1}^{1} \frac{\cos (j \arccos (x)) \cos (k \arccos (x))}{\sqrt{1-x^{2}}} \mathrm{~d} x \\
& =\int_{\pi}^{0} \frac{\cos (j \phi) \cos (k \phi)}{\sqrt{1-\cos ^{2}(\phi)}}(-\sin (\phi)) \mathrm{d} \phi=\int_{0}^{\pi} \cos (j \phi) \cos (k \phi) \mathrm{d} \phi \\
& =\left\|T_{k}\right\|_{w}^{2} \delta_{j k}
\end{aligned}
$$

by using Theorem 4.11. Theorem 4.11 also yields the stated values for the squared norms $\left\|T_{k}\right\|_{w}^{2}=\left(T_{k}, T_{k}\right)_{w}$.

[^22]We remark that the Chebyshev polynomials are normalized by

$$
T_{n}(1)=1 \quad \text { for all } n \geq 0
$$

Indeed, this follows directly by induction from the three-term recursion (4.28). Due to Corollary 2.28 , the $n$-th Chebyshev polynomial $T_{n}$ has, for $n \geq 1$, the leading coefficient $2^{n-1}$, and so the scaled polynomial

$$
\begin{equation*}
p_{n}(x)=2^{1-n} T_{n}(x) \quad \text { for } n \geq 1 \tag{4.31}
\end{equation*}
$$

has leading coefficient one. Thus, the orthogonal polynomials $p_{0}, \ldots, p_{n} \in \mathcal{P}_{n}$ satisfy the three-term recursion (4.26) in Theorem 4.16. We now show that the three-term recursion in (4.26) is consistent with the three-term recursion (4.28) for the Chebyshev polynomials.

To this end, we compute the coefficients $a_{k}$ and $b_{k}$ from Theorem 4.16. We first remark that the coefficients $a_{k}$ are invariant under scalings of the basis elements $p_{k}$. Thus we can show that for the case of the Chebyshev polynomials all coefficients $a_{k}$ in the three-term recursion (4.26) must vanish, since by the substitution $\phi=\arccos (x)$ we have

$$
\left(x T_{k}(x), T_{k}(x)\right)_{w}=\int_{0}^{\pi} \cos (\phi) \cos ^{2}(k \phi) \mathrm{d} \phi=0 \quad \text { for all } k \geq 0
$$

for the nominator of $a_{k+1}$ in (4.26). For the coefficients $b_{k}$, we get $b_{1}=1$, $b_{2}=-1 / 2$, and

$$
b_{k+1}=-\frac{\left\|p_{k}\right\|_{w}^{2}}{\left\|p_{k-1}\right\|_{w}^{2}}=-\frac{\left\|2^{1-k} T_{k}\right\|_{w}^{2}}{\left\|2^{2-k} T_{k-1}\right\|_{w}^{2}}=-\frac{1}{4} \frac{\left\|T_{k}\right\|_{w}^{2}}{\left\|T_{k-1}\right\|_{w}^{2}}=-\frac{1}{4} \quad \text { for } k \geq 2
$$

From Theorem 4.16, we obtain $p_{0} \equiv 1, p_{1}(x)=x, p_{2}(x)=x^{2}-1 / 2$ and

$$
p_{k+1}(x)=x p_{k}(x)-\frac{1}{4} p_{k-1}(x) \quad \text { for } k \geq 2
$$

Rescaling with (4.31) finally yields the three-term recursion (4.28).
In our above computations, we rely on structural advantages of Chebyshev polynomials: On the one hand, the degree-independent representation of the squared norms $\left\|T_{k}\right\|_{w}^{2}$ in (4.30) simplifies the calculations of the coefficients $b_{k}$ significantly. On the other hand, for the calculations of the coefficients $a_{k}$ we can take advantage of the orthonormality of the even trigonometric polynomials $\cos (k \cdot)$. We wish to further discuss this important relation between the orthonormal system $(\cos (k \cdot))_{k \in \mathbb{N}_{0}}$ and the orthogonal system $\left(T_{k}\right)_{k \in \mathbb{N}_{0}}$.

By our previous (more general) investigations in Section 4.2 the unique best approximation $p_{n}^{*} \in \mathcal{P}_{n}$ to a function $f \in \mathscr{C}[-1,1]$ is given by the orthogonal projection $\Pi_{n} f \equiv \Pi_{\mathcal{P}_{n}} f$ of $f$ onto $\mathcal{P}_{n}$,

$$
\begin{equation*}
\Pi_{n} f=\sum_{k=0}^{n} \frac{\left(f, T_{k}\right)_{w}}{\left\|T_{k}\right\|_{w}^{2}} T_{k}=\frac{1}{\pi}(f, 1)_{w}+\frac{2}{\pi} \sum_{k=1}^{n}\left(f, T_{k}\right)_{w} T_{k} \tag{4.32}
\end{equation*}
$$

where the form of Chebyshev partial sum in (4.32) reminds us on the form of the Fourier partial sum $F_{n} f$ from Corollary 4.12. Indeed, the coefficients in the series expansion for the best approximation $\Pi_{n} f$ in (4.32) can be identified as Fourier coefficients.

Theorem 4.22. For $f \in \mathscr{C}[-1,1]$ the coefficients of the Chebyshev partial sum (4.32) coincide with the Fourier coefficients $a_{k} \equiv a_{k}(g)$ of the even function $g(x)=f(\cos (x))$, so that

$$
\begin{equation*}
\Pi_{n} f=\frac{a_{0}}{2}+\sum_{k=1}^{n} a_{k} T_{k} \tag{4.33}
\end{equation*}
$$

Proof. For $f \in \mathscr{C}[-1,1]$, the coefficients $\left(f, T_{k}\right)_{w}$ in (4.32) can be computed by using the substitution $\phi=\arccos (x)$ :

$$
\begin{aligned}
\left(f, T_{k}\right)_{w} & =\int_{-1}^{1} \frac{f(x) T_{k}(x)}{\sqrt{1-x^{2}}} \mathrm{~d} x=\int_{0}^{\pi} f(\cos (\phi)) \cos (k \phi) \mathrm{d} \phi \\
& =\frac{\pi}{2} \frac{1}{\pi} \int_{0}^{2 \pi} f(\cos (x)) \cos (k x) \mathrm{d} x=\frac{\pi}{2} a_{k}(g),
\end{aligned}
$$

where $a_{k}(g), k \geq 1$, denotes the $k$-th Fourier coefficient of $g(x)=f(\cos (x))$. For $k=0$ we finally get the Fourier coefficient $a_{0}$ of $g$ by

$$
\frac{\left(f, T_{0}\right)_{w}}{\left\|T_{0}\right\|_{w}^{2}}=\frac{\pi}{2} a_{0}(g) \frac{1}{\pi}=\frac{a_{0}(g)}{2} .
$$

As we had remarked at the end of Section 4.3, the Fourier coefficients $a_{k} \equiv a_{k}(g)$ can efficiently be approximated by the fast Fourier transform (FFT). Now we introduce the Clenshaw algorithm [15], Algorithm 5, which, on input coefficients $a=\left(a_{0}, \ldots, a_{n}\right)^{T} \in \mathbb{R}^{n+1}$, yields an efficient and stable evaluation of the Chebyshev partial sum (4.33) at $x \in[-1,1]$.

```
Algorithm 5 Clenshaw algorithm
    function Clenshaw \((a, x)\)
        Input: coefficients \(a=\left(a_{0}, \ldots, a_{n}\right)^{T} \in \mathbb{R}^{n+1}\) and \(x \in[-1,1]\).
        let \(z_{n+1}:=0 ; z_{n}:=a_{n}\);
        for \(k=n-1, \ldots, 0\) do
            let \(z_{k}:=a_{k}+2 x z_{k+1}-z_{k+2} ;\)
        end for
        return \(\left(\Pi_{n} f\right)(x)=\left(z_{0}-z_{2}\right) / 2\).
    end function
```

To verify the Clenshaw algorithm, we use the recursion for the Chebyshev polynomials in (4.28). By the assignment in line 6 of the Clenshaw algorithm, we get the representation

$$
\begin{equation*}
a_{k}=z_{k}-2 x z_{k+1}+z_{k+2} \quad \text { for } k=n-1, \ldots, 0 \tag{4.34}
\end{equation*}
$$

for the coefficients of the Chebyshev partial sum, where for $k=n$ with $z_{n+1}=0$ and $z_{n}=a_{n}$ we get $z_{n+2}=0$. The sum over the last $n$ terms of the Chebyshev partial sum (4.33) can be rewritten by using the representation in (4.34) in combination with the recursion (4.28):

$$
\begin{aligned}
\sum_{k=1}^{n} a_{k} T_{k}(x)= & \sum_{k=1}^{n}\left(z_{k}-2 x z_{k+1}+z_{k+2}\right) T_{k}(x) \\
= & \sum_{k=1}^{n} z_{k} T_{k}(x)-\sum_{k=2}^{n+1} 2 x z_{k} T_{k-1}(x)+\sum_{k=3}^{n+2} z_{k} T_{k-2}(x) \\
= & z_{1} T_{1}(x)+z_{2} T_{2}(x)-2 x z_{2} T_{1}(x) \\
& \quad+\sum_{k=3}^{n} z_{k}\left[T_{k}(x)-2 x T_{k-1}(x)+T_{k-2}(x)\right] \\
= & z_{1} x+z_{2}\left(2 x^{2}-1\right)-2 x z_{2} x \\
= & z_{1} x-z_{2}
\end{aligned}
$$

With $a_{0}=z_{0}-2 x z_{1}+z_{2}$ we get the representation
$\left(\Pi_{n} f\right)(x)=\frac{a_{0}}{2}+\sum_{k=1}^{n} a_{k} T_{k}(x)=\frac{1}{2}\left(z_{0}-2 x z_{1}+z_{2}+2 z_{1} x-2 z_{2}\right)=\frac{1}{2}\left(z_{0}-z_{2}\right)$.
Finally, we provide a memory efficient implementation of the Clenshaw algorithm, Algorithm 6.

```
Algorithm 6 Clenshaw algorithm (memory efficient)
    function Clenshaw ( \(a, x\) )
        Input: coefficients \(a=\left(a_{0}, \ldots, a_{n}\right)^{T} \in \mathbb{R}^{n+1}\) and \(x \in[-1,1]\).
        let \(z \equiv\left(z_{0}, z_{1}, z_{2}\right):=\left(a_{n}, 0,0\right)\);
        for \(k=n-1, \ldots, 0\) do
            let \(z_{2}=z_{1} ; z_{1}=z_{0} ;\)
            let \(z_{0}=a_{k}+2 x \cdot z_{1}-z_{2}\);
        end for
        return \(\left(\Pi_{n} f\right)(x)=\left(z_{0}-z_{2}\right) / 2\).
    end function
```


### 4.4.2 Legendre Polynomials

Now we discuss another example for orthogonal polynomials on $[-1,1]$.
Definition 4.23. For $n \in \mathbb{N}_{0}$, the Rodrigues ${ }^{9}$ formula

$$
\begin{equation*}
L_{n}(x)=\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left(\left(x^{2}-1\right)^{n}\right) \frac{n!}{(2 n)!} \quad \text { for } n \geq 0 \tag{4.35}
\end{equation*}
$$

defines the $n$-th Legendre ${ }^{10}$ polynomial.
We show that the Legendre polynomials are the (unique) orthogonal polynomials with leading coefficient one, belonging to the weight function $w \equiv 1$. Therefore, we regard the usual (unweighted) $\mathrm{L}^{2}$ inner product on $\mathscr{C}[-1,1]$, defined as

$$
(f, g)_{w}:=(f, g)=\int_{-1}^{1} f(x) g(x) \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}[-1,1] .
$$

Theorem 4.24. For $n \in \mathbb{N}_{0}$, the Legendre polynomials $L_{0}, \ldots, L_{n}$ form an orthogonal basis for $\mathcal{P}_{n}$ with respect to the weight function $w \equiv 1$ on $[-1,1]$.

Proof. Obviously, $L_{k} \in \mathcal{P}_{k} \subset \mathcal{P}_{n}$ for all $0 \leq k \leq n$.
Now for $0 \leq k \leq n$ we consider the integral

$$
I_{n k}=\int_{-1}^{1} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}}\left(\left(x^{2}-1\right)^{n}\right) \frac{\mathrm{d}^{k}}{\mathrm{~d} x^{k}}\left(\left(x^{2}-1\right)^{k}\right) \mathrm{d} x
$$

For $0 \leq i \leq n$, we have the representation

$$
\begin{equation*}
I_{n k}=(-1)^{i} \int_{-1}^{1} \frac{\mathrm{~d}^{n-i}}{\mathrm{~d} x^{n-i}}\left(\left(x^{2}-1\right)^{n}\right) \frac{\mathrm{d}^{k+i}}{\mathrm{~d} x^{k+i}}\left(\left(x^{2}-1\right)^{k}\right) \mathrm{d} x \tag{4.36}
\end{equation*}
$$

as can be shown by induction (using integration by parts).
For $i=n$ in (4.36), we have

$$
\begin{equation*}
I_{n k}=(-1)^{n} \int_{-1}^{1}\left(x^{2}-1\right)^{n} \frac{\mathrm{~d}^{k+n}}{\mathrm{~d} x^{k+n}}\left(\left(x^{2}-1\right)^{k}\right) \mathrm{d} x=0 \quad \text { for } n>k \tag{4.37}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left(L_{n}, L_{k}\right)=\frac{n!k!}{(2 n)!(2 k)!} I_{n k}=0 \quad \text { for } n>k \tag{4.38}
\end{equation*}
$$

[^23]We note two more important properties of the Legendre polynomials.
Theorem 4.25. The Legendre polynomials $L_{n}$ in (4.35) satisfy the following properties.
(a) $L_{n}$ has leading coefficient one.
(b) We have $L_{n}(-x)=(-1)^{n} L_{n}(x)$ for all $x \in[-1,1]$.

Proof. For $n \geq 0$, by using (4.35), we get the representation

$$
\begin{align*}
\frac{(2 n)!}{n!} L_{n}(x) & =\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left(\left(x^{2}-1\right)^{n}\right)=\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left(\sum_{j=0}^{n}\binom{n}{j} x^{2 j}(-1)^{n-j}\right) \\
& =n!\sum_{n / 2 \leq j \leq n}\binom{n}{j}\binom{2 j}{n} x^{2 j-n}(-1)^{n-j} . \tag{4.39}
\end{align*}
$$

(a) By (4.39) the Legendre polynomial $L_{n}$ has leading coefficient one.
(b) For even $n$, we have that $2 j-n$ is even, and so in this case all terms in (4.39) are even, which implies that $L_{n}$ is even. Likewise, we can show that $L_{n}$ is odd for odd $n$ (by analogy). Altogether, we see that statement (b) holds.

In conclusion, the Legendre polynomials are, for the $L^{2}$ inner product $(\cdot, \cdot)$ on $[-1,1]$, the unique orthogonal polynomials with leading coefficient one. Finally, we derive a three-term recursion for the Legendre polynomials from (4.26).

Theorem 4.26. The Legendre polynomials satisfy the three-term recursion

$$
\begin{equation*}
L_{n+1}(x)=x L_{n}(x)-\frac{n^{2}}{4 n^{2}-1} L_{n-1}(x) \quad \text { for } n \geq 1 \tag{4.40}
\end{equation*}
$$

with initial values $L_{0} \equiv 1$ and $L_{1}(x)=x$.
Proof. Obviously, $L_{0} \equiv 1$ and $L_{1}(x)=x$.
By Theorem 4.16, the sought three-term recursion has the form (4.26), where
$a_{n}=-\frac{\left(x L_{n-1}, L_{n-1}\right)}{\left\|L_{n-1}\right\|^{2}}$ for $n \geq 1 \quad$ and $\quad b_{1}=1, b_{n}=-\frac{\left\|L_{n-1}\right\|^{2}}{\left\|L_{n-2}\right\|^{2}}$ for $n \geq 2$.
By statement (b) in Theorem 4.25, the Legendre polynomial $L_{n}^{2}$ is, for any $n \in \mathbb{N}_{0}$, even, and therefore $x L_{n}^{2}(x)$ is odd, so that $a_{n}=0$ for all $n \geq 0$.

Table 4.1. The Legendre polynomials $L_{n}$ in monomial form, for $n=1, \ldots, 10$.

$$
\begin{aligned}
& L_{1}(x)=x \\
& L_{2}(x)=x^{2}-\frac{1}{3} \\
& L_{3}(x)=x^{3}-\frac{3}{5} x \\
& L_{4}(x)=x^{4}-\frac{6}{7} x^{2}+\frac{3}{35} \\
& L_{5}(x)=x^{5}-\frac{10}{9} x^{3}+\frac{5}{21} x \\
& L_{6}(x)=x^{6}-\frac{15}{11} x^{4}+\frac{5}{11} x^{2}-\frac{5}{231} \\
& L_{7}(x)=x^{7}-\frac{21}{13} x^{5}+\frac{105}{143} x^{3}-\frac{35}{429} x \\
& L_{8}(x)=x^{8}-\frac{28}{15} x^{6}+\frac{14}{13} x^{4}-\frac{28}{143} x^{2}+\frac{7}{1287} \\
& L_{9}(x)=x^{9}-\frac{36}{17} x^{7}+\frac{126}{85} x^{5}-\frac{84}{221} x^{3}+\frac{63}{2431} x \\
& L_{10}(x)=x^{10}-\frac{45}{19} x^{8}+\frac{630}{323} x^{6}-\frac{210}{323} x^{4}+\frac{315}{4199} x^{2}-\frac{63}{46189}
\end{aligned}
$$

Now we compute the coefficients $b_{n}$ for $n \geq 2$.
By the representation (4.37) for the integral $I_{n k}$ we have, for $k=n$,

$$
\begin{aligned}
I_{n n} & =(-1)^{n}(2 n)!\int_{-1}^{1}\left(x^{2}-1\right)^{n} \mathrm{~d} x=(2 n)!\int_{-1}^{1}\left(1-x^{2}\right)^{n} \mathrm{~d} x \\
& =(2 n)!\int_{-1}^{1}(1-x)^{n}(1+x)^{n} \mathrm{~d} x \\
& =(2 n)!\cdot \frac{n!}{(n+1) \cdot \ldots \cdot(2 n)} \int_{-1}^{1}(1+x)^{2 n} \mathrm{~d} x \\
& =(n!)^{2} \cdot\left[\frac{1}{2 n+1}(1+x)^{2 n+1}\right]_{x=-1}^{x=1} \\
& =(n!)^{2} \cdot \frac{2^{2 n+1}}{2 n+1}
\end{aligned}
$$

after $n$-fold integration by parts. This gives the representation

$$
\left\|L_{n}\right\|^{2}=\frac{(n!)^{2}}{((2 n)!)^{2}} \cdot I_{n n}=\frac{(n!)^{4}}{((2 n)!)^{2}} \cdot \frac{2^{2 n+1}}{2 n+1} \quad \text { for } n \geq 0
$$

and therefore

$$
\begin{aligned}
b_{n+1} & =-\frac{\left\|L_{n}\right\|^{2}}{\left\|L_{n-1}\right\|^{2}}=-\frac{n^{4}}{(2 n)^{2}(2 n-1)^{2}} \frac{2^{2}(2 n-1)}{2 n+1} \\
& =-\frac{n^{2}}{(2 n-1)(2 n+1)}=-\frac{n^{2}}{4 n^{2}-1} \quad \text { for } n \geq 1
\end{aligned}
$$

which proves the stated three-term recursion.
The Legendre polynomials $L_{n}$, for $n=1, \ldots, 10$, are, in their monomial form, shown in Table 4.1. To compute the entries for Table 4.1, we have used the three-term recursion (4.40) in Theorem 4.26, with initial values $L_{0} \equiv 1$ and $L_{1}(x)=x$. In summary, we see from Theorem 4.25 that

- $L_{n}$ has leading coefficient one;
- $L_{2 k}$ is even for $k \in \mathbb{N}_{0}$;
- $L_{2 k+1}$ is odd for $k \in \mathbb{N}$.

Note that the above properties of the Legendre polynomials are consistent with the representations of $L_{n}$ for $n=2, \ldots, 10$, in Table 4.1.

### 4.4.3 Hermite Polynomials

We finally discuss one example of orthogonal polynomials on $\mathbb{R}$.
Definition 4.27. For $n \in \mathbb{N}_{0}$, we let $H_{n}: \mathbb{R} \longrightarrow \mathbb{R}$, defined as

$$
\begin{equation*}
H_{n}(x)=(-1)^{n} \mathrm{e}^{x^{2}} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} \mathrm{e}^{-x^{2}} \quad \text { for } n \geq 0 \tag{4.41}
\end{equation*}
$$

denote the $n$-th Hermite ${ }^{11}$ polynomial.
Next, we show that the Hermite polynomials $H_{n}$ are orthogonal polynomials on $\mathbb{R}$ with leading coefficient $2^{n}$ with respect to the weight function

$$
w(x)=\mathrm{e}^{-x^{2}}
$$

Therefore, in this case, we work with the weighted $\mathrm{L}^{2}$ inner product

$$
\begin{equation*}
(f, g)_{w}=(f, g)=\int_{\mathbb{R}} f(x) g(x) \mathrm{e}^{-x^{2}} \mathrm{~d} x \quad \text { for } f, g \in \mathscr{C}(\mathbb{R}) \tag{4.42}
\end{equation*}
$$

Theorem 4.28. For $n \in \mathbb{N}_{0}$, the Hermite polynomials $H_{0}, \ldots, H_{n}$ form an orthogonal basis for $\mathcal{P}_{n}$ with respect to the weighted inner product $(\cdot, \cdot)_{w}$.

[^24]Proof. We first show for $n \in \mathbb{N}_{0}$ the representation

$$
\begin{equation*}
w^{(n)}(x)=P_{n}(x) \cdot \mathrm{e}^{-x^{2}} \quad \text { for some } P_{n} \in \mathcal{P}_{n} \backslash \mathcal{P}_{n-1} \tag{4.43}
\end{equation*}
$$

We prove the representation in (4.43) by induction on $n \geq 0$.
Initial step: For $n=0$, we have (4.43) with $P_{0} \equiv 1 \in \mathcal{P}_{0}$.
Induction hypothesis: Suppose the representation in (4.43) holds for $n \in \mathbb{N}_{0}$. Induction step $(n \longrightarrow n+1)$ : We get the stated representation by

$$
\begin{aligned}
w^{(n+1)}(x) & =\frac{\mathrm{d}}{\mathrm{~d} x} w^{(n)}(x)=\frac{\mathrm{d}}{\mathrm{~d} x}\left(P_{n}(x) \cdot \mathrm{e}^{-x^{2}}\right) \\
& =\left(P_{n}^{\prime}(x)-2 x P_{n}(x)\right) \cdot \mathrm{e}^{-x^{2}}=P_{n+1}(x) \cdot \mathrm{e}^{-x^{2}}
\end{aligned}
$$

with $P_{n+1}(x)=P_{n}^{\prime}(x)-2 x P_{n}(x)$, where $P_{n+1} \in \mathcal{P}_{n+1} \backslash \mathcal{P}_{n}$ for $P_{n} \in \mathcal{P}_{n} \backslash \mathcal{P}_{n-1}$.
Due to (4.43), the Hermite polynomial $H_{n}, n \geq 0$, has the representation

$$
H_{n}(x)=(-1)^{n} \mathrm{e}^{x^{2}} \cdot P_{n}(x) \cdot \mathrm{e}^{-x^{2}}=(-1)^{n} P_{n}(x) \quad \text { for } x \in \mathbb{R}
$$

so that $H_{n} \in \mathcal{P}_{n} \backslash \mathcal{P}_{n-1}$. Moreover, by (4.43) we have

$$
w^{(n)}(x)=(-1)^{n} \mathrm{e}^{-x^{2}} \cdot H_{n}(x) \quad \text { for } x \in \mathbb{R}
$$

Now we consider for fixed $x \in \mathbb{R}$ the function $g_{x}: \mathbb{R} \longrightarrow \mathbb{R}$, defined as

$$
g_{x}(t):=w(x+t)=\mathrm{e}^{-(x+t)^{2}} \quad \text { for } t \in \mathbb{R}
$$

By Taylor series expansion on the analytic function $g_{x}$ around zero, we get

$$
w(x+t)=g_{x}(t)=\sum_{k=0}^{\infty} \frac{g_{x}^{(k)}(0)}{k!} t^{k}=\sum_{k=0}^{\infty} \frac{t^{k}}{k!} w^{(k)}(x)=\sum_{k=0}^{\infty} \frac{t^{k}}{k!}(-1)^{k} \mathrm{e}^{-x^{2}} H_{k}(x)
$$

This yields, for the function $h(x, t)=\mathrm{e}^{2 x t-t^{2}}$, the series expansion

$$
\begin{equation*}
h(x, t)=w(x-t) \cdot \mathrm{e}^{x^{2}}=\sum_{k=0}^{\infty} \frac{t^{k}}{k!} H_{k}(x) \quad \text { for all } x, t \in \mathbb{R} . \tag{4.44}
\end{equation*}
$$

Now on the one hand we have for $s, t \in \mathbb{R}$ the representation

$$
\begin{align*}
\int_{\mathbb{R}} \mathrm{e}^{-x^{2}} h(x, t) h(x, s) \mathrm{d} x & =\int_{\mathbb{R}} \mathrm{e}^{-x^{2}} \mathrm{e}^{2 x(t+s)} \mathrm{e}^{-\left(t^{2}+s^{2}\right)} \mathrm{d} x \\
& =\int_{\mathbb{R}} \mathrm{e}^{-(x-(t+s))^{2}} \mathrm{e}^{2 t s} \mathrm{~d} x \\
& =\mathrm{e}^{2 t s} \int_{\mathbb{R}} \mathrm{e}^{-x^{2}} \mathrm{~d} x=\sqrt{\pi} \cdot \mathrm{e}^{2 t s} \\
& =\sqrt{\pi} \cdot \sum_{k=0}^{\infty} \frac{(2 t s)^{k}}{k!} . \tag{4.45}
\end{align*}
$$

On the other hand, with using the uniform convergence of the series for $h(x, t)$ in (4.44), we have the representation

$$
\begin{align*}
\int_{\mathbb{R}} \mathrm{e}^{-x^{2}} h(x, t) h(x, s) \mathrm{d} x & =\int_{\mathbb{R}} \mathrm{e}^{-x^{2}}\left(\sum_{k=0}^{\infty} \frac{t^{k}}{k!} H_{k}(x)\right)\left(\sum_{j=0}^{\infty} \frac{s^{j}}{j!} H_{j}(x)\right) \mathrm{d} x \\
& =\sum_{k, j=0}^{\infty} \frac{t^{k} s^{j}}{k!j!} \int_{\mathbb{R}} \mathrm{e}^{-x^{2}} H_{k}(x) H_{j}(x) \mathrm{d} x \tag{4.46}
\end{align*}
$$

By comparing the coefficients in (4.45) and (4.46), we get

$$
\begin{equation*}
\int_{\mathbb{R}} \mathrm{e}^{-x^{2}} H_{k}(x) H_{j}(x) \mathrm{d} x=2^{k} \sqrt{\pi} k!\cdot \delta_{j k} \quad \text { for all } j, k \in N_{0} \tag{4.47}
\end{equation*}
$$

and so in particular

$$
\left\|H_{k}\right\|_{w}^{2}=2^{k} \sqrt{\pi} k!\quad \text { for all } k \in \mathbb{N}_{0}
$$

This completes our proof.
Now we proof a three-term recursion for the Hermite polynomials.
Theorem 4.29. The Hermite polynomials satisfy the three-term recursion

$$
\begin{equation*}
H_{n+1}(x)=2 x H_{n}(x)-2 n H_{n-1}(x) \quad \text { for } n \geq 0 \tag{4.48}
\end{equation*}
$$

with the initial values $H_{-1} \equiv 0$ and $H_{0}(x) \equiv 1$.
Proof. Obviously, we have $H_{0} \equiv 1$. By applying partial differentiation to the series expansion for $h(x, t)$ in (4.44) with respect to variable $t$ we get

$$
\frac{\partial}{\partial t} h(x, t)=2(x-t) h(x, t)=\sum_{k=1}^{\infty} \frac{t^{k-1}}{(k-1)!} H_{k}(x)
$$

and this implies

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{t^{k}}{k!} 2 x H_{k}(x)-\sum_{k=0}^{\infty} 2 \frac{t^{k+1}}{k!} H_{k}(x)=\sum_{k=0}^{\infty} \frac{t^{k}}{k!} H_{k+1}(x) \tag{4.49}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{t^{k+1}}{k!} H_{k}(x)=\sum_{k=0}^{\infty} \frac{t^{k+1}}{(k+1)!}(k+1) H_{k}(x)=\sum_{k=0}^{\infty} \frac{t^{k}}{k!} k H_{k-1}(x) \tag{4.50}
\end{equation*}
$$

with $H_{-1} \equiv 0$. Inserting (4.50) into (4.49) gives the identity

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{t^{k}}{k!}\left(2 x H_{k}(x)-2 k H_{k-1}(x)\right)=\sum_{k=0}^{\infty} \frac{t^{k}}{k!} H_{k+1}(x) . \tag{4.51}
\end{equation*}
$$

By comparing the coefficients in (4.51), we finally get the stated three-term recursion in (4.48) with the initial values $H_{-1} \equiv 0$ and $H_{0} \equiv 1$.

Table 4.2. The Hermite polynomials $H_{n}$ in monomial form, for $n=1, \ldots, 8$.

$$
\begin{aligned}
& H_{1}(x)=2 x \\
& H_{2}(x)=4 x^{2}-2 \\
& H_{3}(x)=8 x^{3}-12 x \\
& H_{4}(x)=16 x^{4}-48 x^{2}+12 \\
& H_{5}(x)=32 x^{5}-160 x^{3}+120 x \\
& H_{6}(x)=64 x^{6}-480 x^{4}+720 x^{2}-120 \\
& H_{7}(x)=128 x^{7}-1344 x^{5}+3360 x^{3}-1680 x \\
& H_{8}(x)=256 x^{8}-3584 x^{6}+13440 x^{4}-13440 x+1680
\end{aligned}
$$

By Theorem 4.29, we get another recursion for the Hermite polynomials.
Corollary 4.30. The Hermite polynomials $H_{n}$ satisfy the recursion

$$
\begin{equation*}
H_{n}^{\prime}(x)=2 n H_{n-1}(x) \quad \text { for } n \in \mathbb{N} \tag{4.52}
\end{equation*}
$$

Proof. Differentiation of $H_{n}$ in (4.41) yields

$$
H_{n}^{\prime}(x)=\frac{\mathrm{d}}{\mathrm{~d} x}\left((-1)^{n} \mathrm{e}^{x^{2}} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} \mathrm{e}^{-x^{2}}\right)=2 x H_{n}(x)-H_{n+1}(x),
$$

whereby (4.52) follows from the three-term recursion for $H_{n+1}$ in (4.48).
Further properties of the Hermite polynomials $H_{n}$ follow immediately from the recursions in Theorem 4.29 and in Corollary 4.30.

Corollary 4.31. The Hermite polynomials $H_{n}$ in (4.41) satisfy the following properties.
(a) $H_{n}$ has leading coefficient $2^{n}$, for $n \geq 0$.
(b) $H_{2 n}$ is even and $H_{2 n+1}$ is odd, for $n \geq 0$.

Proof. Statement (a) follows by induction from the three-term recursion (4.48), whereas statement (b) follows from (4.52) with $H_{0} \equiv 1$ and $H_{1}(x)=2 x$.

We can conclude that for the weighted $\mathrm{L}^{2}$ inner product $(\cdot, \cdot)_{w}$ in (4.42) the Hermite polynomials $H_{n}$ are the unique orthogonal polynomials with leading coefficient $2^{n}$. The Hermite polynomials $H_{n}$ are, for $n=1, \ldots, 8$, shown in their monomial form in Table 4.2.

### 4.5 Exercises

Exercise 4.32. Let $\mathcal{F}=\mathscr{C}[-1,1]$ be equipped with the Euclidean norm $\|\cdot\|_{2}$, defined by the inner product

$$
(f, g)=\int_{-1}^{1} f(x) g(x) \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}[-1,1]
$$

so that $\|\cdot\|_{2}=(\cdot, \cdot)^{1 / 2}$. Compute on given coefficients $a, b, c, d \in \mathbb{R}, a \neq 0$, of a cubic polynomial

$$
f(x)=a x^{3}+b x^{2}+c x+d \in \mathcal{P}_{3} \backslash \mathcal{P}_{2} \quad \text { for } x \in[-1,1]
$$

the unique best approximation $p_{2}^{*}$ to $f$ from $\mathcal{P}_{2}$ with respect to $\|\cdot\|_{2}$.
Exercise 4.33. Compute for $n \in \mathbb{N}_{0}$ the Fourier coefficients $a_{0}, \ldots, a_{n} \in \mathbb{R}$ and $b_{1}, \ldots, b_{n} \in \mathbb{R}$ of the Fourier partial sum

$$
F_{n}(x)=\frac{a_{0}}{2}+\sum_{j=1}^{n}\left[a_{j} \cos (j x)+b_{j} \sin (j x)\right] \quad \text { for } x \in[0,2 \pi)
$$

(a) for the rectangular wave

$$
R(x)=\left\{\begin{array}{cl}
0 & \text { for } x \in\{0, \pi, 2 \pi\} \\
1 & \text { for } x \in(0, \pi) \\
-1 & \text { for } x \in(\pi, 2 \pi)
\end{array}\right.
$$

(b) for the saw-tooth function

$$
S(x)=\left\{\begin{array}{cc}
0 & \text { for } x \in\{0,2 \pi\} \\
\frac{1}{2}(\pi-x) & \text { for } x \in(0,2 \pi)
\end{array}\right.
$$

Plot the graphs of $R$ and the best approximation $F_{10} R$ to $R$ in one figure.
Plot the graphs of $S$ and the best approximation $F_{10} S$ to $S$ in one figure.
Exercise 4.34. Approximate the function $f(x)=2 x-1$ on the unit interval $[0,1]$ by a trigonometric polynomial of the form

$$
\begin{equation*}
T_{n}(x)=\frac{c_{0}}{2}+\sum_{k=1}^{n} c_{k} \cos (k \pi x) \quad \text { for } x \in[0,1] \tag{4.53}
\end{equation*}
$$

Compute (for arbitrary $n \in \mathbb{N}_{0}$ ) the unique best approximation $T_{n}^{*}$ of the form (4.53) to $f$ with respect to the Euclidean norm $\|\cdot\|_{2}$ on $[0,1]$. Then determine the smallest $m \in \mathbb{N}$, satisfying

$$
\int_{0}^{1}\left|f(x)-T_{m}^{*}(x)\right|^{2} \mathrm{~d} x \leq 10^{-4}
$$

and give the best approximation $T_{m}^{*}$ to $f$ in explicit form.

Exercise 4.35. For a continuous, positive and integrable weight function $w:(a, b) \longrightarrow(0, \infty)$, let $\mathscr{C}[a, b]$ be equipped with the weighted Euclidean norm $\|\cdot\|_{w}=(\cdot, \cdot)_{w}^{1 / 2}$, defined by

$$
(f, g)_{w}=\int_{a}^{b} f(x) g(x) w(x) \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}[a, b] .
$$

Moreover, let $\left(p_{k}\right)_{k \in \mathbb{N}_{0}}$, with $p_{k} \in \mathcal{P}_{k}$, be the unique sequence of orthogonal polynomials with respect to $(\cdot, \cdot)_{w}$ with leading coefficient one. According to Theorem 4.16, the orthogonal polynomials $p_{k}$ satisfy the three-term recursion

$$
p_{k}(x)=\left(x+a_{k}\right) p_{k-1}(x)+b_{k} p_{k-2}(x) \quad \text { for } k \geq 1
$$

with initial values $p_{-1} \equiv 0, p_{0} \equiv 1$, and with the coefficients $a_{k}=-\frac{\left(x p_{k-1}, p_{k-1}\right)_{w}}{\left\|p_{k-1}\right\|_{w}^{2}}$ for $k \geq 1 \quad$ and $\quad b_{1}=1, b_{k}=-\frac{\left\|p_{k-1}\right\|_{w}^{2}}{\left\|p_{k-2}\right\|_{w}^{2}}$ for $k \geq 2$.

Prove the following statements for $k \in \mathbb{N}_{0}$.
(a) Among all polynomials $p \in \mathcal{P}_{k}$ with leading coefficient one, the orthogonal polynomial $p_{k}$ is norm-minimal with respect to $\|\cdot\|_{w}$, i.e.,

$$
\left\|p_{k}\right\|_{w}=\min \left\{\|p\|_{w} \mid p \in \mathcal{P}_{k} \text { with } p(x)=x^{k}+q(x) \text { for } q \in \mathcal{P}_{k-1}\right\}
$$

(b) For all $x, y \in[a, b]$, where $x \neq y$, we have

$$
\sum_{j=0}^{k} \frac{p_{j}(x) p_{j}(y)}{\left\|p_{j}\right\|_{w}^{2}}=\frac{1}{\left\|p_{k}\right\|_{w}^{2}} \frac{p_{k+1}(x) p_{k}(y)-p_{k}(x) p_{k+1}(y)}{x-y}
$$

and, moreover,

$$
\sum_{j=0}^{k} \frac{\left(p_{j}(x)\right)^{2}}{\left\|p_{j}\right\|_{w}^{2}}=\frac{p_{k+1}^{\prime}(x) p_{k}(x)-p_{k}^{\prime}(x) p_{k+1}(x)}{\left\|p_{k}\right\|_{w}^{2}} \quad \text { for all } x \in[a, b]
$$

(c) Conclude from (b) that all zeros of $p_{k}$ are simple. Moreover, conclude that $p_{k+1}$ and $p_{k}$ have no common zeros.

Exercise 4.36. Show the following identities of the Chebyshev polynomials.
(a) $T_{k} \cdot T_{\ell}=\frac{1}{2}\left(T_{k+\ell}+T_{|k-\ell|}\right)$ for all $k, \ell \in \mathbb{N}_{0}$.
(b) $T_{k}(-x)=(-1)^{k} T_{k}(x)$ for all $k \in \mathbb{N}_{0}$.
(c) $T_{k} \circ T_{\ell}=T_{k \ell}$ for all $k, \ell \in \mathbb{N}_{0}$.

Exercise 4.37. In this problem, make use of the results in Exercise 4.36.
(a) Prove for $g \in \mathscr{C}[-1,1]$ and $h(x)=x \cdot g(x)$, for $x \in[-1,1]$, the relation

$$
c_{0}(h)=c_{1}(g) \quad \text { and } \quad c_{k}(h)=\frac{1}{2}\left(c_{k-1}(g)+c_{k+1}(g)\right) \quad \text { for all } k \geq 1
$$

between the Chebyshev coefficients $c_{k}(g)$ of $g$ and $c_{k}(h)$ of $h$.
(b) Conclude from the relation in Exercise 4.36 (c) the representation

$$
\begin{equation*}
T_{2 k}(x)=T_{k}\left(2 x^{2}-1\right) \quad \text { for all } x \in[-1,1] \text { and } k \in \mathbb{N}_{0} \tag{4.54}
\end{equation*}
$$

(c) Can the representation in (4.54) be used to simplify the evaluation of a Chebyshev partial sum for an even function in the Clenshaw algorithm, Algorithm 5? If so, how could this simplification be used for the implementation of the Clenshaw algorithm?

Exercise 4.38. On given coefficient functions $a_{k} \in \mathscr{C}[a, b]$, for $k \geq 1$, and $b_{k} \in \mathscr{C}[a, b]$, for $k \geq 2$, let $p_{k} \in \mathscr{C}[a, b]$, for $k \geq 0$, be a function sequence satisfying the three-term recursion

$$
p_{k+1}(x)=a_{k+1}(x) p_{k}(x)+b_{k+1}(x) p_{k-1}(x) \quad \text { for } k \geq 1
$$

with initial functions $p_{0} \in \mathscr{C}[a, b]$ and $p_{1}=a_{1} p_{0} \in \mathscr{C}[a, b]$. Show that the sum

$$
f_{n}(x)=\sum_{j=0}^{n} c_{j} p_{j}(x) \quad \text { for } x \in[a, b]
$$

can, on given coefficients $c=\left(c_{0}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n+1}$, be evaluated by the following generalization of the Clenshaw algorithm, Algorithm 7.

```
Algorithm 7 Clenshaw algorithm
    function Clenshaw \((c, x)\)
        Input: coefficients \(c=\left(c_{0}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n+1}\) and \(x \in[a, b]\).
        let \(z_{n+1}=0 ; z_{n}=c_{n}\);
        for \(k=n-1, \ldots, 0\) do
            let \(z_{k}=c_{k}+a_{k+1}(x) z_{k+1}+b_{k+2}(x) z_{k+2} ;\)
        end for
        return \(f_{n}(x)=p_{0}(x) z_{0}\).
    end function
```

Which algorithm results especially for the evaluation of a Legendre partial sum

$$
f_{n}(x)=\sum_{j=0}^{n} c_{j} L_{j}(x) \quad \text { for } x \in[-1,1]
$$

with the Legendre polynomials $L_{0}, \ldots, L_{n}$ (from Definition 4.23)?

Exercise 4.39. In this problem, we consider approximating the exponential function $f(x)=\mathrm{e}^{-x}$ on the interval $[-1,1]$ by polynomials from $\mathcal{P}_{n}$, for $n \in \mathbb{N}_{0}$, with respect to the weighted norm $\|\cdot\|_{w}=(\cdot, \cdot)_{w}^{1 / 2}$, where

$$
w(x)=\frac{1}{\sqrt{1-x^{2}}} \quad \text { for } x \in(-1,1)
$$

To this end, we use the Chebyshev polynomials $T_{k}(x)=\cos (k \arccos (x))$. Compute the coefficients $c^{*}=\left(c_{0}^{*}, \ldots, c_{n}^{*}\right)^{T} \in \mathbb{R}^{n+1}$ of the best approximation

$$
p_{n}^{*}(x)=\sum_{k=0}^{n} c_{k}^{*} T_{k}(x) \in \mathcal{P}_{n} \quad \text { for } x \in[-1,1] \text { and } n \in \mathbb{N}_{0}
$$

Exercise 4.40. In this problem, we use the Legendre polynomials

$$
L_{k}(x)=\frac{\mathrm{d}^{k}}{\mathrm{~d} x^{k}}\left(\left(x^{2}-1\right)^{k}\right) \frac{k!}{(2 k)!} \quad \text { for } 0 \leq k \leq n
$$

to determine the best approximation $p_{n}^{*} \in \mathcal{P}_{n}, n \in \mathbb{N}_{0}$, to the exponential function $f(x)=\mathrm{e}^{-x}$ on $[-1,1]$ w.r.t. the (unweighted) Euclidean norm $\|\cdot\|_{2}$.

Compute the first eight coefficients $c^{*}=\left(c_{0}^{*}, \ldots, c_{7}^{*}\right)^{T} \in \mathbb{R}^{8}$ of the sought best approximation

$$
p_{n}^{*}(x)=\sum_{k=0}^{n} c_{k}^{*} L_{k}(x) \quad \text { for } x \in[-1,1] .
$$

Exercise 4.41. In this programming problem, we compare the two approximations to $f(x)=\mathrm{e}^{-x}$ from the previous Exercises 4.39 and 4.40.
(a) Evaluate the two best approximations $p_{n}^{*} \in \mathcal{P}_{n}$ (from Exercises 4.39 and 4.40 , respectively) for $n=3,4,5,6,7$ at $N+1$ equidistant points

$$
x_{j}=-1+\frac{2 j}{N} \quad \text { for } j=0, \ldots, N
$$

for a suitable $N \geq 1$ by the modified Clenshaw algorithm, Algorithm 6 . Plot the graphs of the functions $p_{n}^{*}$ and $f$ in one figure, for $n=3,4,5,6,7$.
(b) Record for your computations in (a) the approximation errors

$$
\varepsilon_{2}=\sqrt{\sum_{j=0}^{N}\left|p_{n}^{*}\left(x_{j}\right)-f\left(x_{j}\right)\right|^{2}} \quad \text { and } \quad \varepsilon_{\infty}=\max _{0 \leq j \leq N}\left|p_{n}^{*}\left(x_{j}\right)-f\left(x_{j}\right)\right|,
$$

for $n=3,4,5,6,7$. Display your results in one table.
(c) Compare the approximation by Chebyshev polynomials (Exercise 4.39) with the approximation by Legendre polynomials (Exercise 4.40). Take notes of your numerical observations. Did the observed numerical results match your perception?

Exercise 4.42. Consider for $n \in \mathbb{N}_{0}$ the Hermite function

$$
\begin{equation*}
h_{n}(x):=H_{n}(x) \cdot \mathrm{e}^{-x^{2} / 2} \quad \text { for } x \in \mathbb{R} \tag{4.55}
\end{equation*}
$$

where $H_{n}$ denotes the $n$-th Hermite polynomial in (4.41).
Show that the Hermite functions $h_{n}$ satisfy the differential equation

$$
h_{n}^{\prime \prime}(x)-\left(x^{2}-2 n-1\right) h_{n}(x)=0 \quad \text { for } n \geq 0
$$

Moreover, prove the recursion

$$
h_{n+1}(x)=x h_{n}(x)-h_{n}^{\prime}(x) \quad \text { for } n \geq 0
$$

Hint: Use the recursions from Theorem 4.29 and Corollary 4.30.

## 5 Chebyshev Approximation

In this chapter, we study, for a compact domain $\Omega \subset \mathbb{R}^{d}, d \geq 1$, the approximation of continuous functions from the linear space

$$
\mathscr{C}(\Omega)=\{u: \Omega \longrightarrow \mathbb{R} \mid u \text { continuous }\}
$$

with respect to the maximum norm

$$
\|u\|_{\infty}=\max _{x \in \Omega}|u(x)| \quad \text { for } u \in \mathscr{C}(\Omega)
$$

The maximum norm $\|\cdot\|_{\infty}$ is also referred to as Chebyshev ${ }^{1}$ norm, and so in this chapter, we are concerned with Chebyshev approximation, i.e., approximation with respect to $\|\cdot\|_{\infty}$.

To approximate functions from $\mathscr{C}(\Omega)$, we work with finite-dimensional linear subspaces $\mathcal{S} \subset \mathscr{C}(\Omega)$. Under this assumption, there is for any $f \in \mathscr{C}(\Omega)$ a best approximation $s^{*} \in \mathcal{S}$ to $f$, see Corollary 3.8. Further in Chapter 3, we analyzed the problem of Chebyshev approximation from a more general viewpoint. Recall that we have made a negative observation: The Chebyshev norm $\|\cdot\|_{\infty}$ is not strictly convex, as shown in Example 3.34. According to Theorem 3.37, however, strictly convex norms guarantee (for convex $\mathcal{S} \subset \mathcal{F}$ ) the uniqueness of best approximations. Therefore, the problem of approximation with respect to the Chebyshev norm $\|\cdot\|_{\infty}$ appears to be, at first sight, rather critical.

But we should not be too pessimistic. In this chapter, we will derive suitable conditions on the approximation space $\mathcal{S} \subset \mathscr{C}(\Omega)$, under which we can even guarantee strong uniqueness of best approximations. However, according to the Mairhuber-Curtis theorem, Theorem 5.25, strong uniqueness can only be achieved for the univariate case. Therefore, the case $d=1$, where $\Omega=[a, b] \subset \mathbb{R}$ is a compact interval, is of primary importance. In fact, we will study Chebyshev approximation to continuous functions in $\mathscr{C}[a, b]$ by algebraic polynomials from $\mathcal{P}_{n}$, for $n \in \mathbb{N}_{0}$, in more detail.

Furthermore, we derive suitable characterizations for best approximations for the particular case $\|\cdot\|=\|\cdot\|_{\infty}$, where we can rely on our previous results in Chapter 3. This finally leads us to the Remez algorithm, an iterative numerical method to compute best approximations with respect to the Chebyshev norm $\|\cdot\|_{\infty}$. We show linear convergence for the Remez iteration.
${ }^{1}$ Pafnuty Lvovich Chebyshev (1821-1894), Russian mathematician

### 5.1 Approaches to Construct Best Approximations

For a compact domain $\Omega \subset \mathbb{R}^{d}, d \geq 1$, we denote by $\mathscr{C}(\Omega)$ the linear space of all continuous functions on $\Omega$. Moreover, we assume throughout this chapter that $\mathcal{S} \subset \mathscr{C}(\Omega)$ is a finite-dimensional linear subspace of $\mathscr{C}(\Omega)$. Under these assumptions, there exists, according to Corollary 3.8 , for any $f \in \mathscr{C}(\Omega)$ a best approximation $s^{*} \in \mathcal{S}$ to $f$ with respect to the Chebyshev norm $\|\cdot\|_{\infty}$. However, $s^{*}$ is not necessarily unique, since $\|\cdot\|_{\infty}$ is not strictly convex.

Now we apply the characterizations for best approximations from Chapter 3 to the special case of the Chebyshev norm $\|\cdot\|_{\infty}$. We begin with the direct characterizations from Section 3.4, where we had proven the Kolmogorov criterion, Corollary 3.55. We can adapt the Kolmogorov criterion to the Chebyshev norm $\|\cdot\|_{\infty}$ as follows.

Theorem 5.1. Let $\mathcal{S} \subset \mathscr{C}(\Omega)$ be a linear subspace of $\mathscr{C}(\Omega)$ and suppose $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$. Then $s^{*} \in \mathcal{S}$ is a best approximation to $f$ with respect to $\|\cdot\|_{\infty}$, if and only if

$$
\begin{equation*}
\max _{x \in E_{s^{*}-f}} s(x) \operatorname{sgn}\left(\left(s^{*}-f\right)(x)\right) \geq 0 \quad \text { for all } s \in \mathcal{S} \tag{5.1}
\end{equation*}
$$

where

$$
E_{s^{*}-f}=\left\{x \in \Omega:\left|\left(s^{*}-f\right)(x)\right|=\left\|s^{*}-f\right\|_{\infty}\right\} \subset \Omega
$$

denotes the set of extremal points of $s^{*}-f$ in $\Omega$.
Proof. By the equivalence of the Kolmogorov criterion, Corollary 3.55, $s^{*}$ is a best approximation to $f$ with respect to $\|\cdot\|=\|\cdot\|_{\infty}$, if and only if

$$
\|_{+}^{\prime}\left(s^{*}-f, s-s^{*}\right)=\max _{x \in E_{s^{*}-f}}\left(s-s^{*}\right)(x) \operatorname{sgn}\left(\left(s^{*}-f\right)(x)\right) \geq 0 \quad \text { for all } s \in \mathcal{S},
$$

where we have used the Gâteaux derivative of the norm $\|\cdot\|_{\infty}$ from Theorem 3.64. By the linearity of $\mathcal{S}$, this condition is equivalent to (5.1).

Given the result of Theorem 5.1, we can immediately solve one simple problem of Chebyshev approximation. To this end, we regard the univariate case, $d=1$, where $\Omega=[a, b] \subset \mathbb{R}$ for a compact interval. In this case, we wish to approximate continuous functions from $\mathscr{C}[a, b]$ by constants.

Corollary 5.2. Let $[a, b] \subset \mathbb{R}$ be compact and $f \in \mathscr{C}[a, b]$. Then

$$
c^{*}=\frac{f_{\min }+f_{\max }}{2} \in \mathcal{P}_{0}
$$

is the unique best approximation to $f$ from $\mathcal{P}_{0}$ with respect to $\|\cdot\|_{\infty}$, where

$$
f_{\min }=\min _{x \in[a, b]} f(x) \quad \text { and } \quad f_{\max }=\max _{x \in[a, b]} f(x) .
$$

Proof. For $f \in \mathcal{P}_{0}$, the statement is trivial. Now suppose $f \in \mathscr{C}[a, b] \backslash \mathcal{P}_{0}$. The continuous function $f \in \mathscr{C}[a, b]$ attains its minimum and maximum on the compact interval $[a, b]$. Therefore, there are $x_{\min }, x_{\max } \in[a, b]$ satisfying

$$
f_{\min }=f\left(x_{\min }\right) \quad \text { and } \quad f_{\max }=f\left(x_{\max }\right)
$$

Obviously, $x_{\min }, x_{\max }$ lie in the set of extremal points $E_{c^{*}-f}$, where

$$
\begin{aligned}
c^{*}-f\left(x_{\min }\right) & =\eta \\
c^{*}-f\left(x_{\max }\right) & =-\eta
\end{aligned}
$$

with $\eta=\left\|c^{*}-f\right\|_{\infty}=\left(f_{\max }-f_{\text {min }}\right) / 2>0$. Moreover, in this case we have

$$
\max _{x \in E_{c^{*}-f}} c \operatorname{sgn}\left(c^{*}-f(x)\right)=c \operatorname{sgn}\left(c^{*}-f\left(x_{\min }\right)\right)=c \geq 0
$$

for $c \geq 0$ on the one hand, and

$$
\max _{x \in E_{c^{*}-f}} c \operatorname{sgn}\left(c^{*}-f(x)\right)=c \operatorname{sgn}\left(c^{*}-f\left(x_{\max }\right)\right)=-c>0
$$

for $c<0$ on the other hand. Altogether, the Kolmogorov criterion from Theorem 5.1,

$$
\max _{x \in E_{c^{*}-f}} c \operatorname{sgn}\left(c^{*}-f(x)\right) \geq 0 \quad \text { for all } c \in \mathcal{P}_{0}
$$

is satisfied. Therefore, $c^{*}$ is a best approximation to $f$ from $\mathcal{P}_{0}$ with respect to $\|\cdot\|_{\infty}$.

Finally, $c^{*}$ is the unique best approximation to $f$, since for $c \neq c^{*}$ we have

$$
\begin{aligned}
& \|c-f\|_{\infty} \geq\left|c-f_{\min }\right|>\left|c^{*}-f_{\min }\right|=\left\|c^{*}-f\right\|_{\infty} \quad \text { for } c>c^{*} ; \\
& \|c-f\|_{\infty} \geq\left|c-f_{\max }\right|>\left|c^{*}-f_{\max }\right|=\left\|c^{*}-f\right\|_{\infty} \quad \text { for } c<c^{*} .
\end{aligned}
$$

Observe from the above construction of the unique best approximation $c^{*} \in \mathcal{P}_{0}$ to $f \in \mathscr{C}[a, b]$ that there are at least two different extremal points $x_{1}, x_{2} \in E_{c^{*}-f}$ which satisfy the alternation condition

$$
\begin{equation*}
\left(c^{*}-f\right)\left(x_{k}\right)=(-1)^{k} \sigma\left\|c^{*}-f\right\|_{\infty} \quad \text { for } k=1,2 \tag{5.2}
\end{equation*}
$$

for some $\sigma \in\{ \pm 1\}$. The alternation condition (5.2) is necessary and sufficient for a best approximation from $\mathcal{P}_{0}$. Moreover, there is no upper bound for the number of alternation points. We can further explain this by the following simple example.

Example 5.3. We approximate $f_{m}(x)=\cos (m x)$, for $m \in \mathbb{N}$, on the interval $[-\pi, \pi]$ by constants. According to Corollary 5.2, $c^{*} \equiv 0$ is the unique best approximation to $f_{m}$ from $\mathcal{P}_{0}$, for all $m \in \mathbb{N}$. We get $\left\|c^{*}-f_{m}\right\|_{\infty}=1$ for the minimal distance between $f_{m}$ and $\mathcal{P}_{0}$, and the error function $c^{*}-f_{m}$ has $2 m+1$ alternation points $x_{k}=\pi k / m$, for $k=-m, \ldots, m$.

For the approximation of $f \in \mathscr{C}[a, b]$ by polynomials from $\mathcal{P}_{n-1}$, there are at least $n+1$ alternation points. Moreover, the best approximation $p^{*} \in \mathcal{P}_{n-1}$ to $f$ is unique. We can prove these two statements by another corollary from the Kolmogorov criterion, Theorem 5.1.

Corollary 5.4. Let $[a, b] \subset \mathbb{R}$ be compact and $f \in \mathscr{C}[a, b] \backslash \mathcal{P}_{n-1}$, where $n \in \mathbb{N}$. Then there is a unique best approximation $p^{*} \in \mathcal{P}_{n-1}$ to $f$ from $\mathcal{P}_{n-1}$ with respect to $\|\cdot\|_{\infty}$. Moreover, there are at least $n+1$ extremal points $\left\{x_{1}, \ldots, x_{n+1}\right\} \subset E_{p^{*}-f}$ with $a \leq x_{1}<\ldots<x_{n+1} \leq b$, that are satisfying the alternation condition

$$
\begin{equation*}
\left(p^{*}-f\right)\left(x_{k}\right)=(-1)^{k} \sigma\left\|p^{*}-f\right\|_{\infty} \quad \text { for } k=1, \ldots, n+1 \tag{5.3}
\end{equation*}
$$

for some $\sigma \in\{ \pm 1\}$.
Proof. The existence of a best approximation is covered by Corollary 3.8.
Now let $p^{*} \in \mathcal{P}_{n-1}$ be a best approximation to $f$. We decompose the set of extremal points $E_{p^{*}-f}$ into $m$ pairwise disjoint, non-empty, and monotonically increasing subsets, $E_{1}, \ldots, E_{m} \subset E_{p^{*}-f}$, i.e.,

$$
\begin{equation*}
a \leq x_{1}<x_{2}<\ldots<x_{m} \leq b \quad \text { for all } x_{k} \in E_{k} \text { and } k=1, \ldots, m \tag{5.4}
\end{equation*}
$$

so that the sign of the error $p^{*}-f$ is alternating on the sets $E_{k} \subset E_{p^{*}-f}$, $1 \leq k \leq m$, i.e., we have, for some $\sigma \in\{ \pm 1\}$,

$$
\begin{equation*}
\operatorname{sgn}\left(\left(p^{*}-f\right)\left(x_{k}\right)\right)=(-1)^{k} \sigma \quad \text { for all } x_{k} \in E_{k} \quad \text { for } k=1, \ldots, m \tag{5.5}
\end{equation*}
$$

We denote the order relation in (5.4) in short by $E_{1}<\ldots<E_{m}$.
Note that there are at least two extremal points in $E_{p^{*}-f}$, at which the error function $p^{*}-f$ has different signs. Indeed, this is because the continuous function $p^{*}-f$ attains its minimum and maximum on $[a, b]$, so that

$$
\left(p^{*}-f\right)\left(x_{\min }\right)=-\left\|p^{*}-f\right\|_{\infty} \quad \text { and } \quad\left(p^{*}-f\right)\left(x_{\max }\right)=\left\|p^{*}-f\right\|_{\infty}
$$

for $x_{\min }, x_{\max } \in[a, b]$. Otherwise, $p^{*}$ cannot be a best approximation to $f$.
Therefore, there are at least two subsets $E_{k}$ in the above decomposition of $E_{p^{*}-f}$, i.e., $m \geq 2$. We now show that we even have $m \geq n+1$ for the number of subsets $E_{k}$.

Suppose $m<n+1$, or, $m \leq n$. Then there is a set $X^{*}=\left\{x_{1}^{*}, \ldots, x_{m-1}^{*}\right\}$ of size $m-1$, whose points $x_{k}^{*}$ are located between the points from neighbouring subsets $E_{k}<E_{k+1}$, respectively, so that

$$
x_{k}<x_{k}^{*}<x_{k+1} \quad \text { for all } x_{k} \in E_{k}, x_{k+1} \in E_{k+1} \text { and } k=1, \ldots, m-1 .
$$

In this case, the corresponding knot polynomial

$$
\omega_{X^{*}}(x)=\prod_{k=1}^{m-1}\left(x-x_{k}^{*}\right) \in \mathcal{P}_{m-1} \subset \mathcal{P}_{n-1}
$$

has on the subsets $E_{k}$ alternating signs, where

$$
\operatorname{sgn}\left(\omega_{X^{*}}\left(x_{k}\right)\right)=(-1)^{m-k} \quad \text { for all } k=1, \ldots, m
$$

Now for the polynomial $p=p^{*}+\hat{\sigma} \omega_{X^{*}} \in \mathcal{P}_{n-1}$, with $\hat{\sigma} \in\{ \pm 1\}$, we have

$$
\operatorname{sgn}\left(\left(p-p^{*}\right)\left(x_{k}\right)\left(p^{*}-f\right)\left(x_{k}\right)\right)=\hat{\sigma}(-1)^{m-k}(-1)^{k} \sigma=\hat{\sigma}(-1)^{m} \sigma
$$

for all $x_{k} \in E_{k}$ and for $k=1, \ldots, m$. Letting $\hat{\sigma}=-(-1)^{m} \sigma$, we have

$$
\max _{x_{k} \in E_{p^{*}-f}}\left(p-p^{*}\right)\left(x_{k}\right) \operatorname{sgn}\left(\left(p^{*}-f\right)\left(x_{k}\right)<0 .\right.
$$

This, however, is in contradiction to the Kolmogorov criterion, Theorem 5.1. Therefore, there are at least $m \geq n+1$ monotonically increasing non-empty subsets $E_{1}<\ldots<E_{m}$ of $E_{p^{*}-f}$, for which the sign of the error function $p^{*}-f$ is alternating, i.e., we have (5.5) with $m \geq n+1$, which implies the alternation condition (5.3).

Now we prove the uniqueness of $p^{*}$ by contradiction.
Suppose there is another best approximation $q^{*} \in \mathcal{P}_{n-1}$ to $f, p^{*} \neq q^{*}$. Then, the convex combination $p=\left(p^{*}+q^{*}\right) / 2 \in \mathcal{P}_{n-1}$ is according to Theorem 3.16 yet another best approximation to $f$. In this case, there are for $p$ at least $n+1$ alternation points $x_{1}<\ldots<x_{n+1}$, so that

$$
(p-f)\left(x_{k}\right)=(-1)^{k} \sigma\|p-f\|_{\infty} \quad \text { for } k=1, \ldots, n+1
$$

for some $\sigma \in\{ \pm 1\}$, where $\left\{x_{1}, \ldots, x_{n+1}\right\} \subset E_{p-f}$.
But the $n+1$ alternation points $x_{1}, \ldots, x_{n+1}$ of $p$ are also contained in each of the extremal point sets $E_{p^{*}-f}$ and $E_{q^{*}-f}$. Indeed, this is because in

$$
\begin{aligned}
\|p-f\|_{\infty} & =\left|(p-f)\left(x_{k}\right)\right| \leq \frac{1}{2}\left|\left(p^{*}-f\right)\left(x_{k}\right)\right|+\frac{1}{2}\left|\left(q^{*}-f\right)\left(x_{k}\right)\right| \\
& \leq \frac{1}{2}\left\|p^{*}-f\right\|_{\infty}+\frac{1}{2}\left\|q^{*}-f\right\|_{\infty}=\left\|p^{*}-f\right\|_{\infty}=\left\|q^{*}-f\right\|_{\infty}
\end{aligned}
$$

equality holds for $k=1, \ldots, n+1$. In particular, we have

$$
\left|\left(p^{*}-f\right)\left(x_{k}\right)+\left(q^{*}-f\right)\left(x_{k}\right)\right|=\left|\left(p^{*}-f\right)\left(x_{k}\right)\right|+\left|\left(q^{*}-f\right)\left(x_{k}\right)\right|
$$

for all $1 \leq k \leq n+1$.
Due to the strict convexity of the norm $|\cdot|$ (see Remark 3.27) and by the equivalence statement (d) in Theorem 3.26, the signs of the error functions $p^{*}-f$ and $q^{*}-f$ must agree on $\left\{x_{1}, \ldots, x_{n+1}\right\}$, i.e.,

$$
\operatorname{sgn}\left(\left(p^{*}-f\right)\left(x_{k}\right)\right)=\operatorname{sgn}\left(\left(q^{*}-f\right)\left(x_{k}\right)\right) \quad \text { for all } k=1, \ldots, n+1
$$

Altogether, the values of the polynomials $p^{*}, q^{*} \in \mathcal{P}_{n-1}$ coincide on the $n+1$ points $x_{1}, \ldots, x_{n+1}$, which implies $p^{*} \equiv q^{*}$.

Now we note another important corollary, which directly follows from our observation in Proposition 3.42 and from Exercise 3.73.
Corollary 5.5. For $L>0$ let $f \in \mathscr{C}[-L, L]$. Moreover, let $p^{*} \in \mathcal{P}_{n}$, for $n \in \mathbb{N}_{0}$, be the unique best approximation to $f$ from $\mathcal{P}_{n}$ with respect to $\|\cdot\|_{\infty}$. Then the following statements are true.
(a) If $f$ is even, then its best approximation $p^{*} \in \mathcal{P}_{n}$ is even.
(b) If $f$ is odd, then its best approximation $p^{*} \in \mathcal{P}_{n}$ is odd.

Proof. The linear space $\mathcal{P}_{n}$ of algebraic polynomials is reflection-invariant, i.e., for $p(x) \in \mathcal{P}_{n}$, we have $p(-x) \in \mathcal{P}_{n}$. Moreover, by Corollary 5.4 there exists for any $f \in \mathscr{C}[-L, L]$ a unique best approximation $p^{*} \in \mathcal{P}_{n}$ to $f$ from $\mathcal{P}_{n}$ with respect to $\|\cdot\|_{\infty}$. Without loss of generality, we assume $L=1$. By Proposition 3.42 and Exercise 3.73, both statements (a) and (b) hold.

For illustration, we apply Corollary 5.5 in the following two examples.
Example 5.6. We approximate $f_{m}(x)=\sin (m x)$, for $m \in \mathbb{N}$, on $[-\pi, \pi]$ by linear polynomials. The function $f_{m}$ is odd, for all $m \in \mathbb{N}$, and so is the best approximation $p_{m}^{*} \in \mathcal{P}_{1}$ to $f_{m}$ odd. Therefore, $p_{m}^{*}$ has the form $p_{m}^{*}(x)=\alpha_{m} x$ for a slope $\alpha_{m} \geq 0$, which is yet to be determined.

Case 1: For $m=1$, the constant $c \equiv 0$ cannot be a best approximation to $f_{1}(x)=\sin (x)$, since $c-f_{1}$ has only two alternation points $\pm \pi / 2$. By symmetry, we can restrict our following investigations to the interval $[0, \pi]$. The function $p_{1}^{*}(x)-f_{1}(x)=\alpha_{1} x-\sin (x)$, with $\alpha_{1}>0$, has two alternation points $\left\{x^{*}, \pi\right\}$ on $[0, \pi]$,

$$
\left(p_{1}^{*}-f_{1}\right)\left(x^{*}\right)=\alpha_{1} x^{*}-\sin \left(x^{*}\right)=-\eta \quad \text { and } \quad\left(p_{1}^{*}-f_{1}\right)(\pi)=\alpha_{1} \pi=\eta
$$

where $\eta=\left\|p_{1}^{*}-f_{1}\right\|_{\infty}$ is the minimal distance between $f_{1}$ and $\mathcal{P}_{1}$. Moreover, the alternation point $x^{*}$ satisfies the condition

$$
0=\left(p_{1}^{*}-f_{1}\right)^{\prime}\left(x^{*}\right)=\alpha_{1}-\cos \left(x^{*}\right) \quad \text { which implies } \alpha_{1}=\cos \left(x^{*}\right)
$$

Therefore, $x^{*}$ is a solution of the nonlinear equation

$$
\cos \left(x^{*}\right)\left(x^{*}+\pi\right)=\sin \left(x^{*}\right)
$$

which we can solve numerically, whereby we obtain the alternation point $x^{*} \approx$ 1.3518, the slope $\alpha_{1}=\cos \left(x^{*}\right) \approx 0.2172$ and the minimal distance $\eta \approx 0.6825$. Altogether, the best approximation $p_{1}^{*}(x)=\alpha_{1} x$ with $\left\{-\pi,-x^{*}, x^{*}, \pi\right\}$ gives four alternation points for $p_{1}^{*}-f_{1}$ on $[-\pi, \pi]$, see Figure 5.1 (a).

Case 2: For $m>1, p_{m}^{*} \equiv 0$ is the unique best approximation to $f_{m}$.
For the minimal distance, we get $\left\|p_{m}^{*}-f_{m}\right\|_{\infty}=1$ and the error function $p_{m}^{*}-f_{m}$ has $2 m$ alternation points

$$
x_{k}= \pm \frac{2 k-1}{2 m} \pi \quad \text { for } k=1,2, \ldots, m
$$

see Figure 5.1 (b) for the case $m=2$.

(b) approximation of the function $f_{2}(x)=\sin (2 x)$

Fig. 5.1. Approximation of the function $f_{m}(x)=\sin (m x)$ on $[-\pi, \pi]$ by linear polynomials for (a) $m=1$ and (b) $m=2$. The best approximation $p_{m}^{*} \in \mathcal{P}_{1}$ to $f_{m}$, $m=1,2$, is odd. In Example 5.6, we determine the best approximation $p_{m}^{*} \in \mathcal{P}_{1}$ to $f_{m}$ and the corresponding alternation points for all $m \in \mathbb{N}$.

Regrettably, the characterization of best approximations in Corollary 5.4 is not constructive, since neither do we know the set of extremal points $E_{p^{*}-f}$ nor do we know the minimal distance $\left\|p^{*}-f\right\|_{\infty}$ a priori. Otherwise, we could immediately compute the best approximating polynomial $p^{*} \in \mathcal{P}_{n-1}$ from the interpolation conditions

$$
p^{*}\left(x_{k}\right)=f\left(x_{k}\right)+(-1)^{k} \eta \quad \text { where } \eta=\sigma\left\|p^{*}-f\right\|_{\infty}
$$

for $k=1, \ldots, n+1$. For further illustration, we discuss the following example, where we can predetermine some of the extremal points.

Example 5.7. We approximate the absolute-value function $f(x)=|x|$ on $[-1,1]$ by quadratic polynomials. To construct the best approximation $p_{2}^{*} \in \mathcal{P}_{2}$ to $f \in \mathscr{C}[-1,1]$ we first note the following observations.

- The function $f$ is even, and so $p_{2}^{*}$ must be even, by Corollary 5.5.
- By Corollary 5.4 there are at least four extremal points, $\left|E_{p_{2}^{*}-f}\right| \geq 4$.
- The error function $e=p_{2}^{*}-f$ on $[0,1]$ is a quadratic polynomial. Therefore, $e$ has on $(0,1)$ at most one local extremum $x^{*} \in(0,1)$. This local extremum must lie in the set of extremal points $E_{p_{2}^{*}-f}$. By symmetry, $-x^{*} \in(-1,0)$ is also contained in the set of extremal points $E_{p_{2}^{*}-f}$.
- Further extrema of the error function $e$ can only be at the origin or at the boundary points $\pm 1$. Since $\left|E_{p_{2}^{*}-f}\right| \geq 4$ and due to symmetry, both boundary points $\pm 1$ must lie in $E_{p_{2}^{*}-f}$.
- To satisfy the alternation condition, the origin must necessarily lie in $E_{p_{2}^{*}-f}$. Indeed, for the subset $E=\left\{-1,-x^{*}, x^{*}, 1\right\} \subset E_{p_{2}^{*}-f}$ the four signs of $e$ on $E$ are symmetric, in particular not alternating. Therefore, we have $E_{p_{2}^{*}-f}=\left\{-1,-x^{*}, 0, x^{*}, 1\right\}$ for some $x^{*} \in(0,1)$.
- By symmetry we can restrict ourselves in the following investigations to the unit interval $[0,1]$ : Since the error function $e=p_{2}^{*}-f$ has three extrema $\left\{0, x^{*}, 1\right\}$ in $[0,1], e$ has two zeros in ( 0,1 ), i.e., the function graphs of $f$ and $p_{2}^{*}$ intersect in $(0,1)$ at two points. Hence, $p_{2}^{*}$ is convex, where $p_{2}^{*}(0)>0$.

We can now sketch the function graphs of $f$ and $p_{2}^{*}$ (see Figure 5.2).
By our above observations the best approximation $p_{2}^{*}$ has the form

$$
p_{2}^{*}(x)=\eta+\alpha x^{2}
$$

with the minimal distance $\eta=\left\|p_{2}^{*}-f\right\|_{\infty}$, for some positive slope $\alpha>0$. Moreover, $e=p_{2}^{*}-f$ has on the set of extremal points $E_{p_{2}^{*}-f}=\left\{-1,-x^{*}, 0, x^{*}, 1\right\}$ alternating signs $\varepsilon=(1,-1,1,-1,1)$. We compute $\alpha$ by the alternation condition at $x=1$,

$$
\left(p_{2}^{*}-f\right)(1)=\eta+\alpha-1=\eta
$$

and so we obtain $\alpha=1$, so that $p_{2}^{*}(x)=\eta+x^{2}$. The local minimum $x^{*}$ of the error function $e=p_{2}^{*}-f$ satisfies the necessary condition

$$
e^{\prime}\left(x^{*}\right)=2 x^{*}-1=0,
$$

whereby $x^{*}=1 / 2$, so that $E_{p_{2}^{*}-f}=\{-1,-1 / 2,0,1 / 2,1\}$. Finally, at $x^{*}=1 / 2$ we have the alternation condition

$$
\left(p_{2}^{*}-f\right)(1 / 2)=\eta+1 / 4-1 / 2=-\eta,
$$

holds, whereby $\eta=1 / 8$. Hence, the quadratic polynomial $p_{2}^{*}(x)=1 / 8+x^{2}$ is the unique best approximation to $f$ from $\mathcal{P}_{2}$ with respect to $\|\cdot\|_{\infty}$.


Fig. 5.2. Approximation of the function $f(x)=|x|$ on $[-1,1]$ by quadratic polynomials. The best approximation $p_{2}^{*} \in \mathcal{P}_{2}$ to $f$ is even and convex. The set of extremal points $E_{p_{2}^{*}-f}=\left\{-1,-x^{*}, 0, x^{*}, 1\right\}$ has five alternation points.

A more constructive account for the computation of best approximations relies on the dual characterizations from Section 3.3. To this end, we recall the necessary and sufficient condition from Theorem 3.48. According to Theorem $3.48, s^{*} \in \mathcal{S} \subset \mathscr{C}(\Omega)$ is a best approximation to $f \in \mathscr{C}(\Omega)$ with respect to $\|\cdot\|_{\infty}$, if and only if there is a dual functional $\varphi \in(\mathscr{C}(\Omega))^{\prime}$ satisfying
(a) $\|\varphi\|_{\infty}=1$.
(b) $\varphi\left(s^{*}-f\right)=\left\|s^{*}-f\right\|_{\infty}$.
(c) $\varphi\left(s-s^{*}\right) \geq 0$ for all $s \in \mathcal{S}$.

To construct such a characterizing dual functional, we use the assumption

$$
\begin{equation*}
\varphi(u)=\sum_{k=1}^{m} \lambda_{k} \varepsilon_{k} u\left(x_{k}\right) \quad \text { for } u \in \mathscr{C}(\Omega) \tag{5.6}
\end{equation*}
$$

with coefficient vector $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \Lambda_{m}$, lying at the boundary

$$
\begin{equation*}
\Lambda_{m}=\left\{\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \mathbb{R}^{m} \mid \lambda_{k} \in[0,1], 1 \leq k \leq m, \sum_{k=1}^{m} \lambda_{k}=1\right\} \tag{5.7}
\end{equation*}
$$

of the standard simplex $\Delta_{m} \subset \mathbb{R}^{m}$ from (2.38). Moreover,

$$
\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{m}\right)^{T} \in\{ \pm 1\}^{m}
$$

denotes a sign vector and $X=\left\{x_{1}, \ldots, x_{m}\right\} \subset \Omega$ is a point set.
Assuming (5.6) condition (a) is already satisfied, since

$$
\begin{equation*}
|\varphi(u)|=\left|\sum_{k=1}^{m} \lambda_{k} \varepsilon_{k} u\left(x_{k}\right)\right| \leq\|u\|_{\infty} \quad \text { for all } u \in \mathscr{C}(\Omega) \tag{5.8}
\end{equation*}
$$

and so $\|\varphi\|_{\infty} \leq 1$. Moreover, for any $u \in \mathscr{C}(\Omega)$ satisfying $\|u\|_{\infty}=1$ and $u\left(x_{k}\right)=\varepsilon_{k}$, for all $1 \leq k \leq m$, we have equality in (5.8), so that $\varphi$ has norm length one by $\|\varphi\|_{\infty}=\|\lambda\|_{1}=1$.

To satisfy condition (b), we choose $X=E_{s^{*}-f}$, i.e., $E_{s^{*}-f}=\left\{x_{1}, \ldots, x_{m}\right\}$. In this case, we get, in combination with $\varepsilon_{k}=\operatorname{sgn}\left(\left(s^{*}-f\right)\left(x_{k}\right)\right)$, the identity

$$
\varphi\left(s^{*}-f\right)=\sum_{k=1}^{m} \lambda_{k} \varepsilon_{k}\left(s^{*}-f\right)\left(x_{k}\right)=\sum_{k=1}^{m} \lambda_{k}\left|\left(s^{*}-f\right)\left(x_{k}\right)\right|=\left\|s^{*}-f\right\|_{\infty}
$$

But the set of extremal points $E_{s^{*}-f}$ is unknown a priori. Moreover, it remains to satisfy condition (c).

From now on we study the construction of coefficients $\lambda \in \Lambda_{m}$, signs $\varepsilon \in\{ \pm 1\}^{m}$ and points $X=\left\{x_{1}, \ldots, x_{m}\right\}$ in more detail. In order to do so, we need some technical preparations. We begin with the representation of convex hulls.

Definition 5.8. Let $\mathcal{F}$ be a linear space and $\mathcal{M} \subset \mathcal{F}$. Then the convex hull $\operatorname{conv}(\mathcal{M})$ of $\mathcal{M}$ is the smallest convex set in $\mathcal{F}$ containing $\mathcal{M}$, i.e.,

$$
\operatorname{conv}(\mathcal{M})=\bigcap_{\substack{\mathcal{M} \subset \mathcal{K} \subset \mathcal{F} \\ \mathcal{K} \text { convex }}} \mathcal{K}
$$

The following representation for $\operatorname{conv}(\mathcal{M})$ is much more useful in practice.
Theorem 5.9. Let $\mathcal{F}$ be a linear space and $\mathcal{M} \subset \mathcal{F}$. Then we have

$$
\operatorname{conv}(\mathcal{M})=\left\{\sum_{j=1}^{m} \lambda_{j} x_{j} \mid x_{j} \in \mathcal{M} \text { and } \lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \Lambda_{m} \text { for } m \in \mathbb{N}\right\}
$$

Proof. Let us consider the set

$$
\begin{equation*}
\mathcal{K}=\left\{\sum_{j=1}^{m} \lambda_{j} x_{j} \mid x_{j} \in \mathcal{M} \text { and } \lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \Lambda_{m} \text { for } m \in \mathbb{N}\right\} . \tag{5.9}
\end{equation*}
$$

We now show the following properties for $\mathcal{K}$.
(a) $\mathcal{K}$ is convex.
(b) $\mathcal{M} \subset \mathcal{K}$.
(c) $\operatorname{conv}(\mathcal{M}) \subset \mathcal{K}$.
(a): For $x, y \in \mathcal{K}$ we have the representations

$$
\begin{array}{ll}
x=\sum_{j=1}^{m} \lambda_{j} x_{j} & \text { with } \lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \Lambda_{m},\left\{x_{1}, \ldots, x_{m}\right\} \subset \mathcal{M}, m \in \mathbb{N} \\
y=\sum_{k=1}^{n} \mu_{k} y_{k} & \text { with } \mu=\left(\mu_{1}, \ldots, \mu_{n}\right)^{T} \in \Lambda_{n},\left\{y_{1}, \ldots, y_{n}\right\} \subset \mathcal{M}, n \in \mathbb{N} .
\end{array}
$$

Note that any convex combination $\alpha x+(1-\alpha) y, \alpha \in[0,1]$, can be written as a convex combination of the points $x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{n}$,
$\alpha x+(1-\alpha) y=\alpha \sum_{j=1}^{m} \lambda_{j} x_{j}+(1-\alpha) \sum_{k=1}^{n} \mu_{k} y_{k}=\sum_{j=1}^{m} \alpha \lambda_{j} x_{j}+\sum_{k=1}^{n}(1-\alpha) \mu_{k} y_{k}$,
so that $\alpha x+(1-\alpha) y \in \mathcal{K}$ for all $\alpha \in[0,1]$.
(b): Any point $x \in \mathcal{M}$ lies in $\mathcal{K}$, by $m=1, \lambda_{1}=1$ and $x_{1}=x$ in (5.9). Therefore, the inclusion $\mathcal{M} \subset \mathcal{K}$ holds.
(c): By (a) and (b) $\mathcal{K}$ is a convex set containing $\mathcal{M}$. From the minimality of $\operatorname{conv}(\mathcal{M})$ we can conclude $\operatorname{conv}(\mathcal{M}) \subset \mathcal{K}$.

We now show the inclusion $\mathcal{K} \subset \operatorname{conv}(\mathcal{M})$. To this end, we first note that any convex $\mathcal{L}$ containing $\mathcal{M}$, i.e., $\mathcal{M} \subset \mathcal{L}$, is necessarily a superset of $\mathcal{K}$, i.e., $\mathcal{K} \subset \mathcal{L}$. Indeed, this is because $\mathcal{L}$ contains all finite convex combinations of points from $\mathcal{M}$. This immediately implies

$$
\mathcal{K} \subset \bigcap_{\substack{\mathcal{M} \subset \mathcal{L} \\ \mathcal{L} \text { convex }}} \mathcal{L}=\operatorname{conv}(\mathcal{M}) .
$$

Altogether, we have $\mathcal{K}=\operatorname{conv}(\mathcal{M})$.

By the characterization in Theorem 5.9, we can identify the convex hull $\operatorname{conv}(\mathcal{M})$, for any set $\mathcal{M} \subset \mathcal{F}$, as the set of all finite convex combinations of points from $\mathcal{M}$. For finite-dimensional linear spaces $\mathcal{F}$, the length of the convex combinations can uniformly be bounded above according to the Carathéodory ${ }^{2}$ theorem.

Theorem 5.10. (Carathéodory).
Let $\mathcal{F}$ be a linear space of finite dimension $\operatorname{dim}(\mathcal{F})=n<\infty$. Moreover, suppose $\mathcal{M} \subset \mathcal{F}$. Then we have the representation

$$
\operatorname{conv}(\mathcal{M})=\left\{\sum_{j=1}^{m} \lambda_{j} x_{j} \mid x_{j} \in \mathcal{M}, \lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \Lambda_{m} \text { for } m \leq n+1\right\}
$$

Proof. For $x \in \operatorname{conv}(\mathcal{M})$ we consider a representation of the form

$$
x=\sum_{j=1}^{m} \lambda_{j} x_{j} \quad \text { with } \lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \Lambda_{m} \text { and } x_{1}, \ldots, x_{m} \in \mathcal{M}
$$

but with minimal $m \in \mathbb{N}$. Then $\lambda_{j}>0$, i.e., $\lambda_{j} \in(0,1]$ for all $1 \leq j \leq m$. From the assumed representation we get

$$
\sum_{j=1}^{m} \lambda_{j}\left(x-x_{j}\right)=0
$$

i.e., the elements $x-x_{j} \in \mathcal{F}, 1 \leq j \leq m$, are linearly dependent in $\mathcal{F}$.

Now suppose $m>n+1$, or, $m-1>n$. Then there are $\alpha_{2}, \ldots, \alpha_{m} \in \mathbb{R}$, that are not all vanishing, with

$$
\sum_{j=1}^{m} \alpha_{j}\left(x-x_{j}\right)=0
$$

where we let $\alpha_{1}=0$. This gives the representation

$$
0=\sum_{j=1}^{m}\left(\lambda_{j}+t \alpha_{j}\right)\left(x-x_{j}\right)=\sum_{j=1}^{m} \mu_{j}(t)\left(x-x_{j}\right) \quad \text { for all } t \in \mathbb{R}
$$

with $\mu_{j}(t)=\left(\lambda_{j}+t \alpha_{j}\right)$ and therefore $\mu_{j}(0)=\lambda_{j}>0$.
Now we choose one $t^{*} \in \mathbb{R}$ satisfying

$$
\mu_{j}\left(t^{*}\right)=\lambda_{j}+t^{*} \alpha_{j} \geq 0 \quad \text { for all } j=1, \ldots, m
$$

and $\mu_{k}\left(t^{*}\right)=0$ for some $k \in\{1, \ldots, m\}$. By

[^25]$$
\rho_{j}=\frac{\mu_{j}\left(t^{*}\right)}{\sum_{k=1}^{m} \mu_{k}\left(t^{*}\right)} \geq 0 \quad \text { for } j=1, \ldots, m
$$
we have
$$
\sum_{j=1}^{m} \rho_{j}=1
$$
and
$$
\sum_{j=1}^{m} \rho_{j}\left(x-x_{j}\right)=0 \quad \Longleftrightarrow \quad x=\sum_{j=1}^{m} \rho_{j} x_{j}
$$

Note that $\rho_{k}=0$. But this is in contradiction to the minimality of $m$.
The Carathéodory theorem implies the following important result.
Corollary 5.11. Let $\mathcal{F}$ be a normed linear space of finite dimension $n<\infty$. Suppose $\mathcal{M} \subset \mathcal{F}$ is a compact subset of $\mathcal{F}$. Then $\operatorname{conv}(\mathcal{M})$ is compact.

Proof. We regard on the compact set $\mathcal{L}_{n+1}=\Lambda_{n+1} \times \mathcal{M}^{n+1}$ the continuous mapping $\varphi: \mathcal{L}_{n+1} \longrightarrow \mathcal{F}$, defined as

$$
\varphi(\lambda, X)=\sum_{j=1}^{n+1} \lambda_{j} x_{j}
$$

for $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n+1}\right)^{T} \in \Lambda_{n+1}$ and $X=\left(x_{1}, \ldots, x_{n+1}\right) \in \mathcal{M}^{n+1}$. According to the Carathéodory theorem, Theorem 5.10, we have $\varphi\left(\mathcal{L}_{n+1}\right)=\operatorname{conv}(\mathcal{M})$. Therefore, $\operatorname{conv}(\mathcal{M})$ is also compact, $\operatorname{since} \operatorname{conv}(\mathcal{M})$ is the image of the compact set $\mathcal{L}_{n+1}$ under the continuous mapping $\varphi: \mathcal{L}_{n+1} \longrightarrow \mathcal{F}$.

From Corollary 5.11, we gain the following separation theorem.
Theorem 5.12. Let $\mathcal{M} \subset \mathbb{R}^{d}$ be compact. Then the following two statements are equivalent.
(a) There is no $\beta \in \mathbb{R}^{d} \backslash\{0\}$ satisfying $\beta^{T} x>0$ for all $x \in \mathcal{M}$.
(b) $0 \in \operatorname{conv}(\mathcal{M})$.

Proof. $(b) \Rightarrow(a)$ : Let $0 \in \operatorname{conv}(\mathcal{M})$. Then we have the representation

$$
0=\sum_{j=1}^{m} \lambda_{j} x_{j} \quad \text { with } \lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \Lambda_{m} \text { and } x_{1}, \ldots, x_{m} \in \mathcal{M}
$$

Suppose there is one $\beta \in \mathbb{R}^{d} \backslash\{0\}$ satisfying $\beta^{T} x>0$ for all $x \in \mathcal{M}$. Then we immediately get a contradiction by

$$
\beta^{T} 0=0=\sum_{j=1}^{m} \lambda_{j} \beta^{T} x_{j}>0
$$

$(a) \Rightarrow(b)$ : Suppose statement (a) holds. Further suppose that $0 \notin \operatorname{conv}(\mathcal{M})$.
Since $\operatorname{conv}(\mathcal{M})$ is compact, by Corollary 5.11, there is one $\beta_{*} \in \operatorname{conv}(\mathcal{M})$, $\beta_{*} \neq 0$, of minimal Euclidean norm in $\operatorname{conv}(\mathcal{M})$. This minimum $\beta_{*}$, viewed as a best approximation from $\operatorname{conv}(\mathcal{M})$ to the origin with respect to $\|\cdot\|_{2}$, is characterized by

$$
\left(\beta_{*}-0, x-\beta_{*}\right) \geq 0 \quad \text { for all } x \in \operatorname{conv}(\mathcal{M})
$$

according to the Kolmogorov theorem, Corollary 3.55, in combination with the Gâteaux derivative for Euclidean norms in Theorem 3.62. But this condition is equivalent to

$$
\beta_{*}^{T} x=\left(\beta_{*}, x\right) \geq\left(\beta_{*}, \beta_{*}\right)=\left\|\beta_{*}\right\|_{2}^{2}>0 \quad \text { for all } x \in \operatorname{conv}(\mathcal{M})
$$

But this is in contradiction to our assumption in (a).
Remark 5.13. The equivalence statement (a) in Theorem 5.12 says that the Euclidean space $\mathbb{R}^{d}$ cannot be split by a separating hyperplane through the origin into two half-spaces, such that $\mathcal{M}$ is entirely contained in one of the two half-spaces.

### 5.2 Strongly Unique Best Approximations

Now we wish to further develop the characterizations for best approximations from Sections 3.3 and 3.4 for the special case of the Chebyshev norm $\|\cdot\|_{\infty}$. In the following discussion, $\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathcal{S}$, for $n \in \mathbb{N}$, denotes a basis for the finite-dimensional approximation space $\mathcal{S} \subset \mathscr{C}(\Omega)$. To characterize a best approximation $s^{*} \in \mathcal{S}$ to some $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$, we work with the compact point set

$$
\mathcal{M}_{s^{*}-f}=\left\{\left(s^{*}-f\right)(x)\left(s_{1}(x), \ldots, s_{n}(x)\right)^{T} \mid x \in E_{s^{*}-f}\right\} \subset \mathbb{R}^{n}
$$

where we can immediately draw the following conclusion from Theorem 5.12.
Corollary 5.14. For $s^{*} \in \mathcal{S}$ the following statements are equivalent.
(a) $s^{*}$ is a best approximation to $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$.
(b) $0 \in \operatorname{conv}\left(\mathcal{M}_{s^{*}-f}\right)$.

Proof. In this proof, we use the notation

$$
\begin{equation*}
s_{\beta}=\sum_{j=1}^{n} \beta_{j} s_{j} \in \mathcal{S} \quad \text { for } \beta=\left(\beta_{1}, \ldots, \beta_{n}\right)^{T} \in \mathbb{R}^{n} \tag{5.10}
\end{equation*}
$$

$(b) \Rightarrow(a)$ : Let $0 \in \operatorname{conv}\left(\mathcal{M}_{s^{*}-f}\right)$. Suppose $s^{*} \in \mathcal{S}$ is not a best approximation to $f$. Then there is one $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right)^{T} \in \mathbb{R}^{n} \backslash\{0\}$ satisfying

$$
\left\|s^{*}-f-s_{\beta}\right\|_{\infty}<\left\|s^{*}-f\right\|_{\infty}
$$

In this case, we have

$$
\left|\left(s^{*}-f\right)(x)-s_{\beta}(x)\right|^{2}<\left|\left(s^{*}-f\right)(x)\right|^{2} \quad \text { for all } x \in E_{s^{*}-f}
$$

But this is equivalent to

$$
\left|\left(s^{*}-f\right)(x)\right|^{2}-2\left(s^{*}-f\right)(x) s_{\beta}(x)+s_{\beta}^{2}(x)<\left|\left(s^{*}-f\right)(x)\right|^{2}
$$

for all $x \in E_{s^{*}-f}$, so that

$$
\left(s^{*}-f\right)(x) s_{\beta}(x)>\frac{1}{2} s_{\beta}^{2}(x) \geq 0 \quad \text { for all } x \in E_{s^{*}-f}
$$

i.e.,

$$
\beta^{T}\left(s^{*}-f\right)(x)\left(s_{1}(x), \ldots, s_{n}(x)\right)^{T}>0 \quad \text { for all } x \in E_{s^{*}-f}
$$

By the equivalence statements in Theorem 5.12, we see that the origin is in this case not contained in the convex hull $\operatorname{conv}\left(\mathcal{M}_{s^{*}-f}\right)$. But this is in contradiction to statement (b).
$(a) \Rightarrow(b)$ : Let $s^{*}$ be a best approximation to $f$. Suppose $0 \notin \operatorname{conv}\left(\mathcal{M}_{s^{*}-f}\right)$. Due to Theorem 5.12, there is one $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right)^{T} \in \mathbb{R}^{n} \backslash\{0\}$ satisfying $\beta^{T} u>0$, or, $-\beta^{T} u<0$, for all $u \in \mathcal{M}_{s^{*}-f}$. But this is equivalent to

$$
\left(s^{*}-f\right)(x) s_{-\beta}(x)<0 \quad \text { for all } x \in E_{s^{*}-f}
$$

i.e., $s^{*}-f$ and $s_{-\beta}$ have opposite signs on $E_{s^{*}-f}$, whereby

$$
\operatorname{sgn}\left(\left(s^{*}-f\right)(x)\right) s_{-\beta}(x)<0 \quad \text { for all } x \in E_{s^{*}-f}
$$

In particular (by using the compactness of $E_{s^{*}-f}$ ), we have

$$
\max _{x \in E_{s^{*}-f}} \operatorname{sgn}\left(\left(s^{*}-f\right)(x)\right) s_{-\beta}(x)<0 .
$$

But this is, due to the Kolmogorov criterion, Theorem 5.1, in contradiction to the optimality of $s^{*}$ in (a),

Corollary 5.14 yields an important result concerning the characterization of best approximations.

Corollary 5.15. For $s^{*} \in \mathcal{S}$ the following statements are equivalent.
(a) $s^{*}$ is a best approximation to $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$.
(b) There are $m \leq n+1$

- pairwise distinct extremal points $x_{1}, \ldots, x_{m} \in E_{s^{*}-f}$
- signs $\varepsilon_{j}=\operatorname{sgn}\left(\left(s^{*}-f\right)\left(x_{j}\right)\right)$, for $j=1, \ldots, m$,
- coefficients $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \Lambda_{m}$ with $\lambda_{j}>0$ for all $1 \leq j \leq m$, satisfying

$$
\begin{equation*}
\varphi(s):=\sum_{j=1}^{m} \lambda_{j} \varepsilon_{j} s\left(x_{j}\right)=0 \quad \text { for all } s \in \mathcal{S} \tag{5.11}
\end{equation*}
$$

Proof. $(a) \Rightarrow(b)$ : Let $s^{*}$ be a best approximation to $f$.
Then we have $0 \in \operatorname{conv}\left(\mathcal{M}_{s^{*}-f}\right)$ by Corollary 5.14. According to the Carathéodory theorem, Theorem 5.10, there are $m \leq n+1$ extremal points $x_{1}, \ldots, x_{m} \in E_{s^{*}-f}$ and coefficients $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \Lambda_{m}$ satisfying

$$
0=\sum_{j=1}^{m} \lambda_{j}\left(\left(s^{*}-f\right)\left(x_{j}\right)\right) s_{k}\left(x_{j}\right)=\sum_{j=1}^{m} \lambda_{j} \varepsilon_{j}\left\|s^{*}-f\right\|_{\infty} s_{k}\left(x_{j}\right)=\sum_{j=1}^{m} \lambda_{j} \varepsilon_{j} s_{k}\left(x_{j}\right)
$$

for all basis elements $s_{k} \in \mathcal{S}, k=1, \ldots, n$.
$(b) \Rightarrow(a)$ : Under the assumption in (b), we have $0 \in \operatorname{conv}\left(\mathcal{M}_{s^{*}-f}\right)$, whereby $s^{*}$ is a best approximation to $f$, due to Corollary 5.14.

Remark 5.16. In statement (b) of Corollary 5.15 the alternation condition

$$
\varepsilon_{j} \cdot \varepsilon_{j+1}=-1 \quad \text { for } j=1, \ldots, m-1
$$

is not necessarily satisfied. In Corollary 5.4, we considered the special case of polynomial approximation by $\mathcal{S}=\mathcal{P}_{n-1} \subset \mathscr{C}[a, b]$. In that case, the alternation condition (5.3) is satisfied with at least $n+1$ extremal points. But in Corollary 5.15 only at most $n+1$ extremal points are allowed.

In the following discussion, we will see how the characterizations of Corollary 5.4 and Corollary 5.15 can be combined. To this end, the following result is of central importance, whereby we can even prove strong uniqueness for best approximations.

Theorem 5.17. For $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$, let $s^{*} \in \mathcal{S}$ be a best approximation to $f$. Moreover, suppose that $\varphi: \mathscr{C}(\Omega) \longrightarrow \mathbb{R}$ is a linear functional of the form

$$
\begin{equation*}
\varphi(u)=\sum_{k=1}^{m} \lambda_{k} \varepsilon_{k} u\left(x_{k}\right) \quad \text { for } u \in \mathscr{C}(\Omega) \tag{5.12}
\end{equation*}
$$

satisfying the dual characterization (5.11) of Corollary 5.15 for a point set $X=\left\{x_{1}, \ldots, x_{m}\right\} \subset E_{s^{*}-f}$, where $2 \leq m \leq n+1$. Then, we have for any $s \in \mathcal{S}$ the estimates

$$
\begin{equation*}
\|s-f\|_{\infty} \geq\|s-f\|_{\infty, X} \geq\left\|s^{*}-f\right\|_{\infty}+\frac{\lambda_{\min }}{1-\lambda_{\min }}\left\|s^{*}-s\right\|_{\infty, X} \tag{5.13}
\end{equation*}
$$

where $\lambda_{\text {min }}:=\min _{1 \leq j \leq m} \lambda_{j}>0$.
Proof. Suppose $s \in \mathcal{S}$. Then, the first estimate in (5.13) is trivial. To show the second estimate in (5.13), we use the ingredients $\varepsilon \in\{ \pm 1\}^{m}, \lambda \in \Lambda_{m}$, and $X \subset E_{s^{*}-f}$ for the functional $\varphi$ in (5.12) from the dual characterization of Corollary 5.15. Note that we have

$$
\|s-f\|_{\infty, X} \geq \varepsilon_{j}(s-f)\left(x_{j}\right)=\varepsilon_{j}\left(s-s^{*}\right)\left(x_{j}\right)+\varepsilon_{j}\left(s^{*}-f\right)\left(x_{j}\right)
$$

and, moreover, $\varepsilon_{j}\left(s^{*}-f\right)\left(x_{j}\right)=\left\|s^{*}-f\right\|_{\infty}$, for all $j=1, \ldots, m$, so that

$$
\begin{equation*}
\|s-f\|_{\infty, X} \geq\left\|s^{*}-f\right\|_{\infty}+\varepsilon_{j}\left(s-s^{*}\right)\left(x_{j}\right) \quad \text { for all } 1 \leq j \leq m \tag{5.14}
\end{equation*}
$$

Since $m \geq 2$, we have $\lambda_{\min } \in(0,1 / 2]$ and so $\lambda_{\min } /\left(1-\lambda_{\min }\right) \in(0,1]$.
Now let $x_{j^{*}} \in X$ be a point satisfying $\left|\left(s-s^{*}\right)\left(x_{j^{*}}\right)\right|=\left\|s-s^{*}\right\|_{\infty, X}$. If $\varepsilon_{j}\left(s-s^{*}\right)\left(x_{j^{*}}\right)=\left\|s-s^{*}\right\|_{\infty, X}$, then the second estimate in (5.13) is satisfied, with $\lambda_{\min } /\left(1-\lambda_{\min }\right) \leq 1$. Otherwise, we have $\varepsilon_{j}\left(s-s^{*}\right)\left(x_{j^{*}}\right)=-\left\|s-s^{*}\right\|_{\infty, X}$, whereby with $\varphi\left(s-s^{*}\right)=0$ the estimate

$$
\begin{equation*}
\lambda_{j^{*}}\left\|s-s^{*}\right\|_{\infty, X}=\sum_{\substack{k=1 \\ k \neq j^{*}}}^{m} \lambda_{k} \varepsilon_{k}\left(s-s^{*}\right)\left(x_{k}\right) \leq\left(1-\lambda_{j^{*}}\right) \max _{k \neq j^{*}} \varepsilon_{k}\left(s-s^{*}\right)\left(x_{k}\right) \tag{5.15}
\end{equation*}
$$

follows. Now then, for $k^{*} \in\{1, \ldots, m\} \backslash\left\{j^{*}\right\}$ satisfying

$$
\varepsilon_{k^{*}}\left(s-s^{*}\right)\left(x_{k^{*}}\right)=\max _{k \neq j^{*}} \varepsilon_{k}\left(s-s^{*}\right)\left(x_{k}\right)
$$

we find, due to (5.15), the estimate

$$
\frac{\lambda_{\min }}{1-\lambda_{\min }}\left\|s^{*}-s\right\|_{\infty, X} \leq \frac{\lambda_{j^{*}}}{1-\lambda_{j^{*}}}\left\|s^{*}-s\right\|_{\infty, X} \leq \varepsilon_{k^{*}}\left(s-s^{*}\right)\left(x_{k^{*}}\right)
$$

which implies, in combination with (5.14), the second estimate in (5.13).
Note that for any best approximation $s^{*} \in \mathcal{S}$ to $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$, the estimates in (5.13) yield the inequality

$$
\begin{equation*}
\|s-f\|_{\infty}-\left\|s^{*}-f\right\|_{\infty} \geq \frac{\lambda_{\min }}{1-\lambda_{\min }}\left\|s-s^{*}\right\|_{\infty, X} \quad \text { for all } s \in \mathcal{S} \tag{5.16}
\end{equation*}
$$

Given this result, we can further analyze the question for the (strong) uniqueness of best approximations to $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$. To this end, we first take note of the following simple observation.

Remark 5.18. Let $s^{*} \in \mathcal{S}$ be a best approximation to $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$. Then, for any other best approximation $s^{* *} \in \mathcal{S}$ to $f \in \mathscr{C}(\Omega)$ we have

$$
0=\left\|s^{* *}-f\right\|_{\infty}-\left\|s^{*}-f\right\|_{\infty} \geq \frac{\lambda_{\min }}{1-\lambda_{\min }}\left\|s^{* *}-s^{*}\right\|_{\infty, X}
$$

by (5.16), and this implies, for $\lambda_{\text {min }} \in(0,1)$, the identity

$$
\left\|s^{* *}-s^{*}\right\|_{\infty, X}=0
$$

In conclusion, all best approximations to $f$ must coincide on $X$. Now if $\|\cdot\|_{\infty, X}$ is a norm on $\mathcal{S}$, then $s^{*}$ will be the unique best approximation to $f$.

In the following Section 5.3, we develop suitable conditions on $\mathcal{S} \subset \mathscr{C}(\Omega)$, under which we can guarantee the uniqueness of best approximations. In our developments the definiteness of $\|\cdot\|_{\infty, X}$ plays an important role. As we can show already now, the definiteness of $\|\cdot\|_{\infty, X}$ guarantees the strong uniqueness of a best approximation $s^{*} \in \mathcal{S}$ to $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$.

Theorem 5.19. Under the assumptions of Theorem 5.17, let $\|\cdot\|_{\infty, X}$ be a norm on $\mathcal{S}$. Then there exists for any $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$ a strongly unique best approximation $s^{*} \in \mathcal{S}$ to $f$.

Proof. The approximation space $\mathcal{S} \subset \mathscr{C}(\Omega)$ is finite-dimensional. Therefore, there exists for any $f \in \mathscr{C}(\Omega)$ a best approximation $s^{*} \in \mathcal{S}$ to $f$, according to Corollary 3.8. Moreover, all norms on $\mathcal{S}$ are equivalent. In particular, the two norms $\|\cdot\|_{\infty}$ and $\|\cdot\|_{\infty, X}$ are on $\mathcal{S}$ equivalent, so that there is a constant $\beta>0$ satisfying

$$
\begin{equation*}
\|s\|_{\infty, X} \geq \beta\|s\|_{\infty} \quad \text { for all } s \in \mathcal{S} \tag{5.17}
\end{equation*}
$$

By (5.13), the best approximation $s^{*}$ to $f$ is strongly unique, since
$\|s-f\|_{\infty}-\left\|s^{*}-f\right\|_{\infty} \geq \frac{\lambda_{\min }}{1-\lambda_{\min }}\left\|s-s^{*}\right\|_{\infty, X} \geq \alpha\left\|s-s^{*}\right\|_{\infty} \quad$ for all $s \in \mathcal{S}$,
where $\alpha=\beta \lambda_{\text {min }} /\left(1-\lambda_{\text {min }}\right)>0$.
Before we continue our analysis, we first discuss two examples.
Example 5.20. Let $\mathcal{F}=\mathscr{C}[-1,1], \mathcal{S}=\mathcal{P}_{1} \subset \mathcal{F}$ and $f(x)=x^{2}$. Then, $c^{*} \equiv 1 / 2$ is according to Corollary 5.2 the unique best approximation to $f$ from $\mathcal{P}_{0}$. Since $f$ is even, the unique best approximation $p_{1}^{*} \in \mathcal{P}_{1}$ to $f$ from $\mathcal{P}_{1}$ is also even, due to Corollary 5.5. In this case, $p_{1}^{*}$ is necessarily constant, and so $c^{*}$ is also the unique best approximation to $f$ from $\mathcal{P}_{1}$. Moreover, the error function $c^{*}-f$ has on the interval $[-1,1]$ exactly three extremal points $X=\left\{x_{1}, x_{2}, x_{3}\right\}=\{-1,0,1\}$, where the alternation conditions are satisfied,

$$
c^{*}-f\left(x_{j}\right)=(-1)^{j}\left\|c^{*}-f\right\|_{\infty}=(-1)^{j} \cdot \frac{1}{2} \quad \text { for } j=1,2,3
$$

For $\lambda_{1}=1 / 4, \lambda_{2}=1 / 2, \lambda_{3}=1 / 4$ and $\varepsilon_{j}=(-1)^{j}$, for $j=1,2,3$, we have

$$
\sum_{j=1}^{3} \lambda_{j} \varepsilon_{j} p\left(x_{j}\right)=0 \quad \text { for all } p \in \mathcal{P}_{1}
$$

Moreover, $\|\cdot\|_{\infty, X}$ is a norm on $\mathcal{P}_{1}$. According to Theorem 5.19, the constant $c^{*}$ is the strongly unique best approximation to $f$ from $\mathcal{P}_{1}$. By $\lambda_{\text {min }}=\min _{1 \leq j \leq 3} \lambda_{j}=1 / 4$ we get, like in the proof of Theorem 5.19 (with $\beta=1$ ), the estimate
$\|p-f\|_{\infty}-\left\|c^{*}-f\right\|_{\infty} \geq \frac{\lambda_{\min }}{1-\lambda_{\min }}\left\|p-c^{*}\right\|_{\infty, X}=\frac{1}{3}\left\|p-c^{*}\right\|_{\infty} \quad$ for all $p \in \mathcal{P}_{1}$
for the strong uniqueness of $c^{*}$ with the constant $\alpha=1 / 3$.

For further illustration, we make the following link to Example 5.7.
Example 5.21. Let $\mathcal{F}=\mathscr{C}[-1,1], \mathcal{S}=\mathcal{P}_{2} \subset \mathcal{F}$ and $f(x)=|x|$. From Example 5.7 the function $p_{2}^{*}(x)=1 / 8+x^{2}$ is the unique best approximation to $f$ from $\mathcal{P}_{2}$ with extremal point set $E_{p_{2}^{*}-f}=\{0, \pm 1 / 2, \pm 1\}$.

For the dual characterization of the best approximation $p_{2}^{*} \in \mathcal{P}_{2}$ to $f$, we seek, according to Corollary 5.15, a set $X \subset E_{p_{2}^{*}-f}$ of extremal points, where $2 \leq m=|X| \leq \operatorname{dim}\left(\mathcal{P}_{2}\right)+1=4$, signs $\varepsilon_{j}=\operatorname{sgn}\left(\left(p_{2}^{*}-f\right)\left(x_{j}\right)\right), 1 \leq j \leq m$, and coefficients $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right) \in \Lambda_{m}$ satisfying

$$
\begin{equation*}
\sum_{j=1}^{m} \lambda_{j} \varepsilon_{j} p\left(x_{j}\right)=0 \quad \text { for all } p \in \mathcal{P}_{2} \tag{5.18}
\end{equation*}
$$

This results in $\operatorname{dim}\left(\mathcal{P}_{2}\right)=3$ linear equations. Together with

$$
\begin{equation*}
\lambda_{1}+\ldots+\lambda_{m}=1 \tag{5.19}
\end{equation*}
$$

we get a total number of four linear equation conditions for $\lambda \in \Lambda_{m}$. Therefore, we let $m=4$ and, moreover, we take $X=\{-1 / 2,0,1 / 2,1\} \subset E_{p_{2}^{*}-f}$ with signs $\varepsilon=(-1,1,-1,1)$. In this way, we reformulate (5.18) as follows.

$$
\begin{equation*}
-\lambda_{1} p(-1 / 2)+\lambda_{2} p(0)-\lambda_{3} p(1 / 2)+\lambda_{4} p(1)=0 \quad \text { for all } p \in \mathcal{P}_{2} \tag{5.20}
\end{equation*}
$$

We pose the conditions from (5.20) to the three elements of the monomial basis $\left\{1, x, x^{2}\right\}$ of $\mathcal{P}_{2}$. For $p \equiv 1$ we get $-\lambda_{1}+\lambda_{2}-\lambda_{3}+\lambda_{4}=0$, whereby from (5.19) we get

$$
\begin{equation*}
\lambda_{2}+\lambda_{4}=1 / 2 \quad \text { and } \quad \lambda_{1}+\lambda_{3}=1 / 2 . \tag{5.21}
\end{equation*}
$$

For $p(x)=x$ and $p(x)=x^{2}$, we get by (5.20) the conditions

$$
\begin{equation*}
\lambda_{4}=\frac{1}{2}\left(\lambda_{3}-\lambda_{1}\right) \quad \text { and } \quad \lambda_{4}=\frac{1}{4}\left(\lambda_{1}+\lambda_{3}\right) . \tag{5.22}
\end{equation*}
$$

Then, (5.21) implies $\lambda_{4}=1 / 8$ and moreover $\lambda_{2}=3 / 8$. From (5.21) and (5.22) we finally compute $\lambda_{3}=3 / 8$ and $\lambda_{1}=1 / 8$. Therefore,

$$
\lambda_{\min }=\frac{1}{8} \quad \text { and } \quad \frac{\lambda_{\min }}{1-\lambda_{\min }}=\frac{1}{7} .
$$

The characterization (5.13) in Theorem 5.17 implies the estimate

$$
\begin{equation*}
\|p-f\|_{\infty}-\left\|p_{2}^{*}-f\right\|_{\infty} \geq \frac{1}{7}\left\|p-p_{2}^{*}\right\|_{\infty, X} \quad \text { for all } p \in \mathcal{P}_{2} \tag{5.23}
\end{equation*}
$$

Next, we show the strong uniqueness of $p_{2}^{*}$, where we use Theorem 5.19. To this end, note that $\|\cdot\|_{\infty, X}$ is a norm on $\mathcal{P}_{2}$. Therefore, it remains to determine an equivalence constant $\beta>0$, like in (5.17), satisfying

$$
\begin{equation*}
\|p\|_{\infty, X} \geq \beta\|p\|_{\infty} \quad \text { for all } p \in \mathcal{P}_{2} \tag{5.24}
\end{equation*}
$$

We choose for $p \in \mathcal{P}_{2}$ the monomial representation $p(x)=a_{0}+a_{1} x+a_{2} x^{2}$. By evaluation of $p$ on the point set $X=\{-1 / 2,0,1 / 2,1\}$, we get
$a_{0}=p(0), \quad a_{1}=p(1 / 2)-p(-1 / 2), \quad a_{2}=p(1)-p(0)-p(1 / 2)+p(-1 / 2)$,
and therefore the (rough) estimate

$$
\|p\|_{\infty} \leq\left|a_{0}\right|+\left|a_{1}\right|+\left|a_{2}\right| \leq\|p\|_{\infty, X}+2\|p\|_{\infty, X}+4\|p\|_{\infty, X}=7\|p\|_{\infty, X}
$$

for all $p \in \mathcal{P}_{2}$, whereby (5.24) holds for $\beta=1 / 7$. Together with (5.23), this finally yields the sought estimate
$\|p-f\|_{\infty}-\left\|p_{2}^{*}-f\right\|_{\infty} \geq \frac{1}{7}\left\|p-p_{2}^{*}\right\|_{\infty, X} \geq \frac{1}{49}\left\|p-p_{2}^{*}\right\|_{\infty} \quad$ for all $p \in \mathcal{P}_{2}$.
Therefore, $p_{2}^{*}$ is the strongly unique best approximation to $f$.

### 5.3 Haar Spaces

In this section, we develop sufficient conditions for the approximation space $\mathcal{S} \subset \mathscr{C}(\Omega)$ under which a best approximation $s^{*} \in \mathcal{S}$ to $f \in \mathscr{C}(\Omega) \backslash \mathcal{S}$ is strongly unique. To this end, we can rely on the result of Theorem 5.19, according to which we need to ensure the definiteness of $\|\cdot\|_{\infty, X}$ on $\mathcal{S}$ for any $X \subset E_{s^{*}-f}$.

We continue to use the assumptions and notations from the previous section, where $\left(s_{1}, \ldots, s_{n}\right) \in \mathcal{S}^{n}$, for $n \in \mathbb{N}$, denotes an ordered basis of a finite-dimensional linear approximation space $\mathcal{S} \subset \mathscr{C}(\Omega)$. By the introduction of $\mathrm{Haar}^{3}$ spaces we specialize our assumptions on $\mathcal{S}$ and $\left(s_{1}, \ldots, s_{n}\right)$ as follows.

Definition 5.22. A linear space $\mathcal{S} \subset \mathscr{C}(\Omega)$ with $\operatorname{dim}(\mathcal{S})=n<\infty$ is called $a$ Haar space of dimension $n \in \mathbb{N}$ on $\Omega$, if any $s \in \mathcal{S} \backslash\{0\}$ has at most $n-1$ zeros on $\Omega$. A basis $\mathcal{H}=\left(s_{1}, \ldots, s_{n}\right) \in \mathcal{S}^{n}$ for a Haar space $\mathcal{S}$ on $\Omega$ is called $a$ Haar system on $\Omega$.

In Haar spaces $\mathcal{S}$ of dimension $n \in \mathbb{N}$, we can solve interpolation problems for a discrete set $X \subset \Omega$ containing $|X|=n$ pairwise distinct points. In this case, $\|\cdot\|_{\infty, X}$ is a norm on $\mathcal{S}$, and so a solution of the interpolation problem is unique. We can further characterize Haar spaces as follows.

[^26]Theorem 5.23. Let $\mathcal{S} \subset \mathscr{C}(\Omega)$ be a linear space of dimension $n \in \mathbb{N}$ and $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega a$ set of $n$ pairwise distinct points. Then the following statements are equivalent.
(a) Any $s \in \mathcal{S} \backslash\{0\}$ has at most $n-1$ zeros on $X$.
(b) For $s \in S$, we have the implication

$$
s_{X}=0 \quad \Longrightarrow \quad s \equiv 0 \text { on } \Omega,
$$

i.e., $\|\cdot\|_{\infty, X}$ is a norm on $\mathcal{S}$.
(c) For any $f_{X} \in \mathbb{R}^{n}$, there is one unique $s \in \mathcal{S}$ satisfying $s_{X}=f_{X}$.
(d) For any basis $\mathcal{H}=\left(s_{1}, \ldots, s_{n}\right) \in \mathcal{S}^{n}$ of $\mathcal{S}$, the Vandermonde matrix

$$
V_{\mathcal{H}, X}=\left[\begin{array}{ccc}
s_{1}\left(x_{1}\right) & \cdots & s_{1}\left(x_{n}\right) \\
\vdots & & \vdots \\
s_{n}\left(x_{1}\right) & \cdots & s_{n}\left(x_{n}\right)
\end{array}\right] \in \mathbb{R}^{n \times n}
$$

is regular, where in particular $\operatorname{det}\left(V_{\mathcal{H}, X}\right) \neq 0$.
If one of the statements (a)-(d) holds for all sets $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$ of $n$ pairwise distinct points, then all of the remaining three statements (a)-(d) are satisfied for all $X$. In this case, $\mathcal{S}$ is a Haar space of dimension $n$ on $\Omega$.

Proof. Let $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$ be a set of $n$ pairwise distinct points in $\Omega$. Obviously, the statements (a) and (b) are equivalent. By statement (b), the linear mapping $L_{X}: s \longmapsto s_{X}$ is injective. Since $n=\operatorname{dim}(\mathcal{S})=\operatorname{dim}\left(\mathbb{R}^{n}\right)$, this is equivalent to statement (c), i.e., $L_{X}$ is surjective, and, moreover, also equivalent to statement (d), i.e., $L_{X}$ is bijective. This completes our proof for the equivalence of statements (a)-(d).

If one of the statements in (a)-(d) holds for all sets $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$ of $n$ pairwise distinct points, then all of the remaining three statements in (a)-(d) are satisfied, due to the equivalence of statements (a)-(d). In this case, statement (a) holds in particular, for all sets $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$, i.e., any $s \in \mathcal{S} \backslash\{0\}$ has at most $n-1$ zeros on $\Omega$, whereby $\mathcal{S}$ is, according Definition 5.22, a Haar space of dimension $n$ on $\Omega$.

According to the Mairhuber ${ }^{4}$-Curtis ${ }^{5}$ theorem [17, 48] there are no nontrivial Haar systems on multivariate connected domains $\Omega \subset \mathbb{R}^{d}$, $d>1$. Before we prove the Mairhuber-Curtis theorem, we introduce a few notions.

Definition 5.24. A domain $\Omega \subset \mathbb{R}^{d}$ is said to be connected, if for any pair of two points $x, y \in \Omega$ there is a continuous mapping $\gamma:[0,1] \longrightarrow \Omega$ satisfying $\gamma(0)=x$ and $\gamma(1)=y$, i.e., the points $x$ and $y$ can be connected by a continuous path in $\Omega$.

[^27]Moreover, we call a domain $\Omega \subset \mathbb{R}^{d}$ homeomorphic to a subset of the sphere $\mathbb{S}^{1}:=\left\{x \in \mathbb{R}^{2} \mid\|x\|_{2}=1\right\} \subset \mathbb{R}^{2}$, if for a non-empty and connected subset $U \subset \mathbb{S}^{1}$ there is a bijective continuous mapping $\varphi: \Omega \longrightarrow U$ with continuous inverse $\varphi^{-1}: U \longrightarrow \Omega$.

Theorem 5.25. (Mairhuber-Curtis, 1956/1959).
Let $\mathcal{H}=\left(s_{1}, \ldots, s_{n}\right) \in(\mathscr{C}(\Omega))^{n}$ be a Haar system of dimension $n \geq 2$ on a connected set $\Omega \subset \mathbb{R}^{d}, d>1$. Then, $\Omega$ contains no bifurcation, i.e., $\Omega$ is homeomorphic to a subset of the sphere $\mathbb{S}^{1} \subset \mathbb{R}^{2}$.


Fig. 5.3. According to the Mairhuber-Curtis theorem, Theorem 5.25, there are no non-trivial Haar systems $\mathcal{H}$ on domains $\Omega$ containing bifurcations.

Proof. Suppose $\Omega$ contains a bifurcation (see Figure 5.3 for illustration). Moreover, $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$ be a subset of $n \geq 2$ pairwise distinct points in $\Omega$. Now regard the determinant

$$
d_{\left\{x_{1}, x_{2}, x_{3} \ldots, x_{n}\right\}}=\operatorname{det}\left(V_{\mathcal{H}, X}\right)=\operatorname{det}\left[\begin{array}{ccccc}
s_{1}\left(x_{1}\right) & s_{1}\left(x_{2}\right) & s_{1}\left(x_{3}\right) & \cdots & s_{1}\left(x_{n}\right) \\
s_{2}\left(x_{1}\right) & s_{2}\left(x_{2}\right) & s_{2}\left(x_{3}\right) & \cdots & s_{2}\left(x_{n}\right) \\
\vdots & \vdots & \vdots & & \vdots \\
s_{n}\left(x_{1}\right) & s_{n}\left(x_{2}\right) & s_{n}\left(x_{3}\right) & \cdots & s_{n}\left(x_{n}\right)
\end{array}\right] .
$$

If $d_{\left\{x_{1}, x_{2}, x_{3} \ldots, x_{n}\right\}}=0$, then $\mathcal{H}$, by Theorem 5.23, is not a Haar system.
Otherwise, we can shift the two points $x_{1}$ und $x_{2}$ by a continuous mapping along the two branches of the bifurcation, without any coincidence between points in $X$ (see Figure 5.4).

Therefore, the determinant $d_{\left\{x_{2}, x_{1}, x_{3}, \ldots, x_{n}\right\}}$ has, by swapping the first two columns in matrix $V_{\mathcal{H}, X}$, opposite sign to $d_{\left\{x_{1}, x_{2}, x_{3}, \ldots, x_{n}\right\}}$, i.e.,

$$
\operatorname{sgn}\left(d_{\left\{x_{1}, x_{2}, x_{3}, \ldots, x_{n}\right\}}\right)=-\operatorname{sgn}\left(d_{\left\{x_{2}, x_{1}, x_{3}, \ldots, x_{n}\right\}}\right) .
$$



Fig. 5.4. Illustration of the Mairhuber-Curtis theorem, Theorem 5.25. The two points $x_{1}$ and $x_{2}$ can be swapped by a continuous mapping, i.e., by shifts along the branches of the bifurcation without coinciding with any other point from $X$.

Due to the continuity of the determinant, there must be a sign change of the determinant during the (continuous) swapping between $x_{1}$ and $x_{2}$. In this case, $\mathcal{H}=\left\{s_{1}, \ldots, s_{n}\right\}$ cannot be a Haar system, by Theorem 5.23. But this is in contradiction to our assumption to $\mathcal{H}$.

Due to the result of the Mairhuber-Curtis theorem, Theorem 5.25, we restrict ourselves from now to the univariate case, $d=1$. Moreover, we assume from now that the domain $\Omega$ is a compact interval, i.e.,

$$
\Omega=[a, b] \subset \mathbb{R} \quad \text { for }-\infty<a<b<\infty
$$

Before we continue our analysis on strongly unique best approximations, we first give a few elementary examples for Haar spaces.

Example 5.26. For $n \in \mathbb{N}_{0}$ and $[a, b] \subset \mathbb{R}$ the linear space of polynomials $\mathcal{P}_{n}$ is a Haar space of dimension $n+1$ on $[a, b]$, since according to the fundamental theorem of algebra any non-trivial polynomial from $\mathcal{P}_{n}$ has at most $n$ zeros.

Example 5.27. For $N \in \mathbb{N}_{0}$ the linear space $\mathcal{T}_{N}^{\mathbb{C}}$ of all complex trigonometric polynomials of degree at most $N$ is a Haar space of dimension $N+1$ on $[0,2 \pi)$, since $\mathcal{T}_{N}^{\mathbb{C}}$ is, by Theorem 2.36, a linear space of dimension $N+1$, and, moreover, the linear mapping $p \longmapsto p_{X}$, for $p \in \mathcal{T}_{N}^{\mathbb{C}}$ is, due to Theorem 2.39, for all sets $X \subset[0,2 \pi)$ of $|X|=N+1$ pairwise distinct points bijective.

Likewise, we can show, by using Corollaries 2.38 and 2.40, that the linear space $\mathcal{T}_{n}^{\mathbb{R}}$ of all real trigonometric polynomials of degree at most $n \in \mathbb{N}_{0}$ is a Haar space of dimension $2 n+1$ on $[0,2 \pi)$.

Example 5.28. For $[a, b] \subset \mathbb{R}$ and $\lambda_{0}<\ldots<\lambda_{n}$ the functions

$$
\left\{\mathrm{e}^{\lambda_{0} x}, \ldots, \mathrm{e}^{\lambda_{n} x}\right\}
$$

are a Haar system on $[a, b]$. We can show this by induction on $n$.
Initial step: For $n=0$ the statement is trivial.
Induction hypothesis: Suppose the statement is true for $n-1 \in \mathbb{N}$.
Induction step $(n-1 \longrightarrow n)$ : If a function of the form

$$
u(x) \in \operatorname{span}\left\{\mathrm{e}^{\lambda_{0} x}, \ldots, \mathrm{e}^{\lambda_{n} x}\right\}
$$

has $n+1$ zeros in $[a, b]$, then the function

$$
v(x)=\frac{\mathrm{d}}{\mathrm{~d} x}\left(\mathrm{e}^{-\lambda_{0} x} \cdot u(x)\right) \quad \text { for } x \in[a, b]
$$

has, according to the Rolle ${ }^{6}$ theorem, at least $n$ zeros in $[a, b]$. However,

$$
v(x) \in \operatorname{span}\left\{\mathrm{e}^{\left(\lambda_{1}-\lambda_{0}\right) x}, \ldots, \mathrm{e}^{\left(\lambda_{n}-\lambda_{0}\right) x}\right\}
$$

which implies $v \equiv 0$ by the induction hypothesis, and so $u \equiv 0$.

[^28]Example 5.29. The functions $f_{1}(x)=x$ and $f_{2}(x)=\mathrm{e}^{x}$ are not a Haar system on $[0,2]$. This is because $\operatorname{dim}(\mathcal{S})=2$ for $\mathcal{S}=\operatorname{span}\left\{f_{1}, f_{2}\right\}$, but the continuous function

$$
f(x)=\mathrm{e}^{x}-3 x \not \equiv 0
$$

has by $f(0)=1, f(1)=\mathrm{e}-3<0$ and $f(2)>0$ at least two zeros in $[0,2]$. Therefore, $\mathcal{S}$ cannot be a Haar space on $[0,2]$.
Example 5.30. For $[a, b] \subset \mathbb{R}$ let $g \in \mathscr{C}^{n+1}[a, b]$ satisfy $g^{(n+1)}(x)>0$ for all $x \in[a, b]$. Then, the functions $\left\{1, x, \ldots, x^{n}, g\right\}$ are a Haar system on $[a, b]$ : First note that the functions $1, x, \ldots, x^{n}, g(x)$ are linearly independent, since from

$$
\alpha_{0} 1+\alpha_{1} x+\ldots+\alpha_{n} x^{n}+\alpha_{n+1} g(x) \equiv 0 \quad \text { for } x \in[a, b]
$$

we can conclude $\alpha_{n+1} g^{(n+1)}(x) \equiv 0$ after $(n+1)$-fold differentiation, whereby $\alpha_{n+1}=0$. The remaining coefficients $\alpha_{0}, \ldots, \alpha_{n}$ do also vanish, since the monomials $1, x, \ldots, x^{n}$ are linearly independent. Moreover, we can show that any function $u \in \operatorname{span}\left\{1, x, \ldots, x^{n}, g\right\} \backslash\{0\}$ has at most $n+1$ zeros in $[a, b]$ : Suppose

$$
u(x)=\sum_{j=0}^{n} \alpha_{j} x^{j}+\alpha_{n+1} g(x) \not \equiv 0
$$

has $n+2$ zeros in $[a, b]$. Then, the $(n+1)$-th derivative

$$
u^{(n+1)}(x)=\alpha_{n+1} g^{(n+1)}(x)
$$

has, due to the Rolle theorem, at least one zero in $[a, b]$. But this implies $\alpha_{n+1}=0$, since $g^{(n+1)}$ is positive on $[a, b]$. In this case, $u \in \mathcal{P}_{n}$ is a polynomial of degree at most $n$, which, according to the fundamental theorem of algebra, vanishes identically on $[a, b]$. But this is in contraction to our assumption.

Now we return to the dual characterization of (strongly) unique best approximations. According to Corollary 5.15, there is for any best approximation $s^{*} \in \mathcal{S}$ to $f \in \mathscr{C}[a, b]$ a characterizing dual functional $\varphi: \mathscr{C}(\Omega) \longrightarrow \mathcal{S}$ of the form

$$
\begin{equation*}
\varphi(u)=\sum_{j=1}^{m} \lambda_{j} \varepsilon_{j} u\left(x_{j}\right) \quad \text { for } u \in \mathscr{C}[a, b] \tag{5.25}
\end{equation*}
$$

satisfying $\varphi(\mathcal{S})=0$, where $m \leq n+1$. For the case of Haar spaces $\mathcal{S} \subset \mathscr{C}[a, b]$ the length of the dual functional in (5.25) is necessarily $m=n+1$. Let us take note of this important observation.

Proposition 5.31. Let $\varphi: \mathscr{C}[a, b] \longrightarrow \mathbb{R}$ be a functional of the form (5.25), where $m \leq n+1$. Moreover, let $\mathcal{S} \subset \mathscr{C}[a, b]$ be a Haar space of dimension $\operatorname{dim}(\mathcal{S})=n \in \mathbb{N}$ on $[a, b]$. If $\varphi(\mathcal{S})=\{0\}$, then we have $m=n+1$.

Proof. Suppose $m \leq n$. Then, due to Theorem 5.23 (c), the Haar space $\mathcal{S}$ contains one element $s \in \mathcal{S}$ satisfying $s\left(x_{j}\right)=\varepsilon_{j}$, for all $1 \leq j \leq m$. But for this $s$, we find $\varphi(s)=\|\lambda\|_{1}=1$, in contradiction to $\varphi(\mathcal{S})=\{0\}$.

In the following discussion, we consider, for a fixed basis $\mathcal{H}=\left(s_{1}, \ldots, s_{n}\right)$ of the Haar space $\mathcal{S}$, points $X=\left(x_{1}, \ldots, x_{n+1}\right) \in I^{n+1}$, and sign vectors $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n+1}\right) \in\{ \pm 1\}^{n+1}$, the non-singular Vandermonde matrices

$$
V_{\mathcal{H}, X \backslash\left\{x_{k}\right\}}=\left[\begin{array}{ccccc}
s_{1}\left(x_{1}\right) & \cdots & s_{1}\left(x_{k-1}\right) & s_{1}\left(x_{k+1}\right) & \cdots  \tag{5.26}\\
s_{1}\left(x_{n+1}\right) \\
\vdots & \vdots & \vdots & & \vdots \\
s_{n}\left(x_{1}\right) & \cdots & s_{n}\left(x_{k-1}\right) & s_{n}\left(x_{k+1}\right) & \cdots
\end{array} s_{n}\left(x_{n+1}\right) ~[~] ~ \mathbb{R}^{n \times n}\right.
$$

for $1 \leq k \leq n+1$, and the alternation matrix

$$
A_{\varepsilon, \mathcal{H}, X}=\left[\frac{\varepsilon}{V_{\mathcal{H}, X}}\right]=\left[\begin{array}{ccc}
\varepsilon_{1} & \cdots & \varepsilon_{n+1}  \tag{5.27}\\
\hline s_{1}\left(x_{1}\right) \cdots & s_{1}\left(x_{n+1}\right) \\
\vdots & & \vdots \\
s_{n}\left(x_{1}\right) \cdots & \cdots s_{n}\left(x_{n+1}\right)
\end{array}\right] \in \mathbb{R}^{(n+1) \times(n+1)} .
$$

We first take note of a few properties for $V_{\mathcal{H}, X \backslash\left\{x_{k}\right\}}$ and $A_{\varepsilon, \mathcal{H}, X}$.
Proposition 5.32. Let $\mathcal{H}=\left(s_{1}, \ldots, s_{n}\right)$ be a Haar system on an interval $I \subset \mathbb{R}$ and $X=\left(x_{1}, \ldots, x_{n+1}\right) \in I^{n+1}$ be a vector of $n+1$ pairwise distinct points. Then, the following statements are true.
(a) For the Vandermonde matrices $V_{\mathcal{H}, X \backslash\left\{x_{k}\right\}}$ in (5.26), the signs of the $n+1$ determinants

$$
d_{k}=\operatorname{det}\left(V_{\mathcal{H}, X \backslash\left\{x_{k}\right\}}\right) \neq 0 \quad \text { for } 1 \leq k \leq n+1
$$

are constant, i.e., $\operatorname{sgn}\left(d_{k}\right)=\sigma$, for all $1 \leq k \leq n+1$, for some $\sigma \in\{ \pm 1\}$.
(b) If the signs in $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n+1}\right) \in\{ \pm 1\}^{n+1}$ are alternating, i.e., if

$$
\varepsilon_{k}=(-1)^{k-1} \sigma \quad \text { for } 1 \leq k \leq n+1
$$

for some $\sigma \in\{ \pm 1\}$, then the matrix $A_{\varepsilon, \mathcal{H}, X}$ in (5.27) is non-singular.
Proof. (a): Suppose we have $\operatorname{sgn}\left(d_{k}\right) \neq \operatorname{sgn}\left(d_{k+1}\right)$ for some $1 \leq k \leq n$.
We consider a continuous mapping $\gamma:[0,1] \longrightarrow I$ satisfying $\gamma(0)=x_{k}$ and $\gamma(1)=x_{k+1}$. In this case, the continuous determinant mapping

$$
d(\alpha)=\operatorname{det}\left(V_{\mathcal{H},\left(x_{1}, \ldots, x_{k-1}, \gamma(\alpha), x_{k+2}, \ldots, x_{n+1}\right)}\right) \quad \text { for } \alpha \in[0,1]
$$

satisfying $d(0)=d_{k+1}$ and $d(1)=d_{k}$ must have a sign change on $(0,1)$. Due to the continuity of $d$ there is one $\alpha^{*} \in(0,1)$ satisfying $d\left(\alpha^{*}\right)=0$. However, in this case, the Vandermonde matrix $V_{\mathcal{H},\left(x_{1}, \ldots, x_{k-1}, \gamma\left(\alpha^{*}\right), x_{k+2}, \ldots, x_{n+1}\right)} \in \mathbb{R}^{n \times n}$ is singular. Due to Theorem 5.23 (d), the elements in $\left(s_{1}, \ldots, s_{n}\right)$ are not a Haar system on $I \subset \mathbb{R}$. But this is in contradiction to our assumption.
(b): According to the Laplace ${ }^{7}$ expansion (here with respect to the first row), the determinant of $A_{\varepsilon, \mathcal{H}, X}$ has the representation

$$
\operatorname{det}\left(A_{\varepsilon, \mathcal{H}, X}\right)=\sum_{k=1}^{n+1}(-1)^{k+1}(-1)^{k-1} \sigma \cdot d_{k}=\sigma \sum_{k=1}^{n+1} d_{k}
$$

Due to statement (a), the signs of the determinants $d_{k}, 1 \leq k \leq n+1$, are constant, which implies $\operatorname{det}\left(A_{\varepsilon, \mathcal{H}, X}\right) \neq 0$.

By using the results of Propositions 5.31 and 5.32 , we can prove the alternation theorem, being the central result of this chapter. According to the alternation theorem, the signs $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n+1}\right)$ of the dual characterization in (5.25) are for the case of Haar spaces $\mathcal{S}$ alternating. Before we prove the alternation theorem, we first give a formal definition for alternation sets.

Definition 5.33. Let $\mathcal{S} \subset \mathscr{C}(I)$ be a Haar space of dimension $n \in \mathbb{N}$ on an interval $I \subset \mathbb{R}$. Moreover, suppose $s^{*} \in \mathcal{S}$ and $f \in \mathscr{C}(I) \backslash \mathcal{S}$. Then, an ordered set $X=\left(x_{1}, \ldots, x_{n+1}\right) \in E_{s^{*}-f}^{n+1} \subset I^{n+1}$ of $n+1$ monotonically increasing extremal points $x_{1}<\ldots<x_{n+1}$ is called an alternation set for $s^{*}$ and $f$, if

$$
\varepsilon_{j}=\operatorname{sgn}\left(\left(s^{*}-f\right)\left(x_{j}\right)\right)=(-1)^{j} \sigma \quad \text { for all } j=1, \ldots, n+1
$$

for some $\sigma \in\{ \pm 1\}$, i.e., if the signs of $s^{*}-f$ are alternating on $X$.

## Theorem 5.34. (Alternation theorem).

Let $\mathcal{S} \subset \mathscr{C}(I)$ be a Haar space of dimension $n \in \mathbb{N}$ on an interval $I \subset \mathbb{R}$. Moreover, let $I_{K} \subset I$ be a compact subset containing at least $n+1$ elements. Then, there is for any $f \in \mathscr{C}\left(I_{K}\right) \backslash \mathcal{S}$ a strongly unique best approximation $s^{*} \in \mathcal{S}$ to $f$ with respect to $\|\cdot\|_{\infty, I_{K}}$. The best approximation $s^{*}$ is characterized by the existence of an alternation set $X \in E_{s^{*}-f}^{n+1} \subset I_{K}^{n+1}$ for $s^{*}$ and $f$.

Proof. Due to Corollary 3.8, any $f \in \mathscr{C}\left(I_{K}\right)$ has a best approximation $s^{*} \in \mathcal{S}$. Moreover, the strong uniqueness of $s^{*}$ follows from Theorem 5.19, where the assumptions required therein for Theorem 5.17 are covered by Corollary 5.15.

Now we prove the stated characterization for $s^{*}$.
To this end, let $X=\left(x_{1}, \ldots, x_{n+1}\right) \in E_{s^{*}-f}^{n+1} \subset I_{K}^{n+1}$ be an alternation set for $s^{*}$ and $f$ with (alternating) signs $\varepsilon_{j}=\operatorname{sgn}\left(\left(s^{*}-f\right)\left(x_{j}\right)\right)=(-1)^{j} \sigma$, for $1 \leq j \leq n+1$, and some $\sigma \in\{ \pm 1\}$. Then, we consider the linear system

$$
\left[\begin{array}{ccc}
\varepsilon_{1} & \cdots & \varepsilon_{n+1}  \tag{5.28}\\
\hline s_{1}\left(x_{1}\right) & \cdots & s_{1}\left(x_{n+1}\right) \\
\vdots & & \vdots \\
s_{n}\left(x_{1}\right) & \cdots & s_{n}\left(x_{n+1}\right)
\end{array}\right] \cdot\left[\begin{array}{c}
\varepsilon_{1} \lambda_{1} \\
\varepsilon_{2} \lambda_{2} \\
\vdots \\
\varepsilon_{n+1} \lambda_{n+1}
\end{array}\right]=\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

[^29]with the alternation matrix $A_{\varepsilon, \mathcal{H}, X}$ on the left hand side in (5.28). According to Proposition 5.32 (a), the matrix $A_{\varepsilon, \mathcal{H}, X}$ is non-singular. Therefore, the products $\varepsilon_{k} \lambda_{k}$, for $1 \leq k \leq n+1$, uniquely solve the linear system (5.28).

Due to the Cramer ${ }^{8}$ rule we have the representation

$$
\varepsilon_{k} \lambda_{k}=\frac{(-1)^{k-1} d_{k}}{\operatorname{det}\left(A_{\varepsilon, \mathcal{H}, X}\right)} \quad \text { for all } 1 \leq k \leq n+1
$$

where according to Proposition 5.32 (a) the signs of the $n+1$ determinants $d_{k}=\operatorname{det}\left(V_{\mathcal{H}, X \backslash\left\{x_{k}\right\}}\right)$, for $1 \leq k \leq n+1$, are constant. This implies $\varepsilon_{k} \lambda_{k} \neq 0$, and, moreover, there is one unique vector $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n+1}\right)^{T} \in \Lambda_{n+1}$ with positive coefficients

$$
\lambda_{k}=\frac{d_{k}}{\sum_{j=1}^{n+1} d_{j}}>0 \quad \text { for all } 1 \leq k \leq n+1
$$

which solves the linear system (5.28). This solution $\lambda \in \Lambda_{n+1}$ of (5.28) finally yields the characterizing functional (according to Corollary 5.15),

$$
\begin{equation*}
\varphi(u)=\sum_{j=1}^{n+1} \lambda_{j} \varepsilon_{j} u\left(x_{j}\right) \quad \text { for } u \in \mathscr{C}\left(I_{K}\right) \tag{5.29}
\end{equation*}
$$

satisfying $\varphi(\mathcal{S})=\{0\}$. Due to Corollary $5.15, s^{*}$ is the (strongly unique) best approximation to $f$.

Now suppose that $s^{*} \in \mathcal{S}$ is the strongly unique best approximation to $f \in \mathscr{C}\left(I_{K}\right) \backslash \mathcal{S}$. Recall that the dual characterization in Corollary 5.15 proves the existence of a functional $\varphi: \mathscr{C}\left(I_{K}\right) \longrightarrow \mathbb{R}$ of the form (5.25) satisfying $\varphi(\mathcal{S})=\{0\}$, where $\varphi$ has, according to Proposition 5.31, length $m=n+1$. We show that the point set $X=\left(x_{1}, \ldots, x_{n+1}\right) \in E_{s^{*}-f}^{n+1}$ (from the dual characterization in Corollary 5.15) is an alternation set for $s^{*}$ and $f$, where our proof is by contradiction. To this end, let $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n+1}\right) \in\{ \pm 1\}^{n+1}$ denote the sign vector of $s^{*}-f$ with $\varepsilon_{j}=\operatorname{sgn}\left(\left(s^{*}-f\right)\left(x_{j}\right)\right)$, for $1 \leq j \leq n+1$. Now suppose there is one index $k \in\{1, \ldots, n\}$ satisfying $\varepsilon_{k}=\varepsilon_{k+1}$. Then there is one $s \in \mathcal{S} \backslash\{0\}$ satisfying $s\left(x_{j}\right)=0$ for all $j \notin\{k, k+1\}$ and $s\left(x_{k}\right)=\varepsilon_{k}$. Since $s$ cannot have more than $n-1$ zeros in $I$, we necessarily have

$$
\varepsilon_{k}=\operatorname{sgn}\left(s\left(x_{k}\right)\right)=\operatorname{sgn}\left(s\left(x_{k+1}\right)\right)=\varepsilon_{k+1} .
$$

This particularly implies

$$
\varphi(s)=\lambda_{k}+\lambda_{k+1}\left|s\left(x_{k+1}\right)\right|>0,
$$

which, however, is in contradiction to $\varphi(s)=0$.
We finally remark that the characterizing alternation set $X \in E_{s^{*}-f}^{n+1}$ for $s^{*}$ and $f$ in the alternation theorem, Theorem 5.34, is not necessarily unique. This is because the set $E_{s^{*}-f}$ of extremal points can be arbitrarily large (see Example 5.3).

[^30]
### 5.4 The Remez Algorithm

In this section, we discuss the Remez $z^{9}$ algorithm [59, 60], an iterative method to numerically compute the (strongly unique) best approximation $s^{*} \in \mathcal{S}$ to $f \in \mathscr{C}[a, b] \backslash \mathcal{S}$, where $[a, b] \subset \mathbb{R}$ is a compact interval. Moreover, $\mathcal{S} \subset \mathscr{C}[a, b]$ denotes a Haar space of dimension $n \in \mathbb{N}$ on $[a, b]$.

In any of its iteration steps, the Remez algorithm computes, for an ordered (i.e., monotonically increasing) reference set $X=\left(x_{1}, \ldots, x_{n+1}\right) \in[a, b]^{n+1}$ of length $|X|=n+1$, the corresponding (strongly unique) best approximation $s_{X}^{*}$ to $f$ with respect to $\|\cdot\|_{\infty, X}$, so that

$$
\left\|s_{X}^{*}-f\right\|_{\infty, X}<\|s-f\|_{\infty, X} \quad \text { for all } s \in \mathcal{S} \backslash\left\{s_{X}^{*}\right\}
$$

To compute $s_{X}^{*}$, we first fix an ordered basis $\mathcal{H}=\left(s_{1}, \ldots, s_{n}\right)$ of the Haar space $\mathcal{S}$, so that $s_{X}^{*}$ can be represented as linear combination

$$
\begin{equation*}
s_{X}^{*}=\sum_{j=1}^{n} \alpha_{j}^{*} s_{j} \in \mathcal{S} \tag{5.30}
\end{equation*}
$$

of the Haar system $\mathcal{H}$ with coefficients $\alpha^{*}=\left(\alpha_{1}^{*}, \ldots, \alpha_{n}^{*}\right)^{T} \in \mathbb{R}^{n}$. According to the alternation theorem, Theorem 5.34 , the sought best approximation $s_{X}^{*}$ necessarily satisfies the alternation condition

$$
\begin{equation*}
\left(s_{X}^{*}-f\right)\left(x_{k}\right)=(-1)^{k-1} \sigma\left\|s_{X}^{*}-f\right\|_{\infty, X} \quad \text { for } 1 \leq k \leq n+1 \tag{5.31}
\end{equation*}
$$

for some $\sigma \in\{ \pm 1\}$. Letting $\eta_{X}=\sigma\left\|s_{X}^{*}-f\right\|_{\infty, X}$ we rewrite (5.31) as

$$
\begin{equation*}
s_{X}^{*}\left(x_{k}\right)+(-1)^{k} \eta_{X}=f\left(x_{k}\right) \quad \text { for } 1 \leq k \leq n+1 \tag{5.32}
\end{equation*}
$$

Therefore, $\eta_{X}$ and the unknown coefficients $\alpha^{*} \in \mathbb{R}^{n}$ of $s_{X}^{*}$ are the solution of the linear equation system

$$
A_{\varepsilon, \mathcal{H}, X}^{T} \cdot\left[\begin{array}{c}
\eta_{X}  \tag{5.33}\\
\alpha^{*}
\end{array}\right]=f_{X}
$$

with the right hand side $f_{X}=\left(f\left(x_{1}\right), \ldots, f\left(x_{n+1}\right)\right)^{T} \in \mathbb{R}^{n+1}$ and the alternation matrix $A_{\varepsilon, \mathcal{H}, X} \in \mathbb{R}^{(n+1) \times(n+1)}$ in (5.27), containing the sign vector $\varepsilon=\left(-1,1, \ldots,(-1)^{n+1}\right) \in\{ \pm 1\}^{n+1}$, or,

$$
\left[\begin{array}{c|ccc}
-1 & s_{1}\left(x_{1}\right) & \cdots & s_{n}\left(x_{1}\right) \\
1 & s_{1}\left(x_{2}\right) & \cdots & s_{n}\left(x_{2}\right) \\
\vdots & \vdots & & \vdots \\
(-1)^{n+1} & s_{1}\left(x_{n+1}\right) & \cdots & s_{n}\left(x_{n+1}\right)
\end{array}\right]\left[\begin{array}{c}
\eta_{X} \\
\hline \alpha_{1}^{*} \\
\vdots \\
\alpha_{n}^{*}
\end{array}\right]=\left[\begin{array}{c}
f\left(x_{1}\right) \\
f\left(x_{2}\right) \\
\vdots \\
f\left(x_{n+1}\right)
\end{array}\right] .
$$

By Proposition 5.32 (b), the matrix $A_{\varepsilon, \mathcal{H}, X}$ is non-singular, and so the solution of the linear system (5.33) is unique. By the solution of (5.33), we

[^31]do not only obtain the coefficients $\alpha^{*}=\left(\alpha_{1}^{*}, \ldots, \alpha_{n}^{*}\right)^{T} \in \mathbb{R}^{n}$ of the best approximation $s_{X}^{*}$ in (5.30), but also by $\left|\eta_{X}\right|=\left\|s_{X}^{*}-f\right\|_{\infty, X}$ we get the minimal distance and the sign $\sigma=\operatorname{sgn}\left(\eta_{X}\right)$ in (5.31).

The following observation concerning Chebyshev approximation to a function $f \in \mathscr{C}[a, b]$ by algebraic polynomials from $\mathcal{P}_{n-1}$ shows that, in this special case, the linear system (5.33) can be avoided. To this end, we use the Newton representation (2.34) for the interpolation polynomial in Theorem 2.13. Recall that the Newton polynomials are given as

$$
\omega_{k}(x)=\prod_{j=1}^{k}\left(x-x_{j}\right) \in \mathcal{P}_{k} \quad \text { for } 0 \leq k \leq n-1
$$

In particular, we apply the linear operator $\left[x_{1}, \ldots, x_{n+1}\right]: \mathscr{C}[a, b] \longrightarrow \mathbb{R}$ of the divided differences to $f$ (see Definition 2.10). To evaluate $\left[x_{1}, \ldots, x_{n+1}\right](f)$, we apply the recursion in Theorem 2.14. The recursion in Theorem 2.14 operates only on the vector of function values $f_{X}=\left(f\left(x_{1}\right), \ldots, f\left(x_{n+1}\right)\right)^{T} \in \mathbb{R}^{n+1}$. Therefore, the application of $\left[x_{1}, \ldots, x_{n+1}\right]$ is also well-defined for any sign vector $\varepsilon \in\{ \pm 1\}^{n+1}$ of length $n+1$. In particular, the divided difference $\left[x_{1}, \ldots, x_{n+1}\right](\varepsilon)$ can also be evaluated by the recursion in Theorem 2.14. In the formulation of the following result, we apply divided differences to vectors $\varepsilon$ with alternating signs.

Proposition 5.35. For $n \in \mathbb{N}$, let $X=\left(x_{1}, \ldots, x_{n+1}\right)$ be an ordered set of $n+1$ points in $[a, b] \subset \mathbb{R}, \varepsilon=\left(-1,1, \ldots,(-1)^{n+1}\right) \in\{ \pm 1\}^{n+1}$ a sign vector, and $f \in \mathscr{C}[a, b] \backslash \mathcal{P}_{n-1}$. Then,

$$
\begin{equation*}
s_{X}^{*}=\sum_{k=0}^{n-1}\left[x_{1}, \ldots, x_{k+1}\right]\left(f-\eta_{X} \varepsilon\right) \omega_{k} \in \mathcal{P}_{n-1} \tag{5.34}
\end{equation*}
$$

is the strongly unique best approximation $s_{X}^{*} \in \mathcal{P}_{n-1}$ to $f$ w.r.t. $\|\cdot\|_{\infty, X}$, where

$$
\begin{equation*}
\eta_{X}=\frac{\left[x_{1}, \ldots, x_{n+1}\right](f)}{\left[x_{1}, \ldots, x_{n+1}\right](\varepsilon)} \tag{5.35}
\end{equation*}
$$

The minimal distance is given as

$$
\left\|s_{X}^{*}-f\right\|_{\infty, X}=\left|\eta_{X}\right|
$$

Proof. Application of the linear operator $\left[x_{1}, \ldots, x_{n+1}\right]: \mathscr{C}[a, b] \longrightarrow \mathbb{R}$ to the alternation condition (5.32) immediately gives the representation

$$
\eta_{X}=\frac{\left[x_{1}, \ldots, x_{n+1}\right](f)}{\left[x_{1}, \ldots, x_{n+1}\right](\varepsilon)}
$$

Indeed, due to Corollary 2.18 (b), all polynomials from $\mathcal{P}_{n-1}$ are contained in the kernel of $\left[x_{1}, \ldots, x_{n+1}\right]$. In particular, we have $\left[x_{1}, \ldots, x_{n+1}\right]\left(s_{X}^{*}\right)=0$.

Under the alternation condition (5.32), $s_{X}^{*} \in \mathcal{P}_{n-1}$ is the unique solution of the interpolation problem

$$
s_{X}^{*}\left(x_{k}\right)=f\left(x_{k}\right)-(-1)^{k} \eta_{X} \quad \text { for } 1 \leq k \leq n
$$

already for the first $n$ alternation points $\left(x_{1}, \ldots, x_{n}\right) \in E_{s_{X}^{*}-f}^{n}$. This gives the stated Newton representation of $s_{X}^{*}$ in (5.34).

Remark 5.36. Note that all divided differences

$$
\left[x_{1}, \ldots, x_{k+1}\right]\left(f-\eta_{X} \varepsilon\right)=\left[x_{1}, \ldots, x_{k+1}\right](f)-\eta_{X}\left[x_{1}, \ldots, x_{k+1}\right](\varepsilon)
$$

in (5.34) are readily available from the computation of $\eta_{X}$ in (5.35). Therefore, we can compute the best approximation $s_{X}^{*} \in \mathcal{P}_{n-1}$ to $f$ with respect to $\|\cdot\|_{\infty, X}$ by divided differences in only $\mathcal{O}\left(n^{2}\right)$ steps, where the computation is efficient and stable.

To show how the result of Proposition 5.35, in combination with Remark 5.36, can be applied, we make the following concrete example.

Example 5.37. Let $\mathcal{F}=\mathscr{C}[0,2]$ and $\mathcal{S}=\mathcal{P}_{1} \subset \mathcal{F}$. We approximate the exponential function $f(x)=\mathrm{e}^{x}$ on the reference set $X=\{0,1,2\}$. To compute the minimal distance $\eta_{X}$ and the best approximation $s_{X}^{*} \in \mathcal{P}_{1}$ we use Proposition 5.35 with $n=2$. We apply divided differences to the sign vector $\varepsilon=(-1,1,-1)$ and to the data vector $f_{X}=\left(1, e, e^{2}\right)$, where $e$ denotes the Euler number. By the recursion in Theorem 2.14, we obtain the following triangular scheme for divided differences (see Table 2.1).

| $X$ | $f_{X}$ |  |  |
| :---: | :---: | :---: | :---: |
| 0 | 1 |  |  |
| 1 | $e$ | $e-1$ |  |
| 2 | $e^{2}$ | $e(e-1)$ | $(e-1)^{2} / 2$ |


| $X$ | $\varepsilon_{X}$ |  |  |
| ---: | ---: | ---: | ---: |
| 0 | -1 |  |  |
| 1 | 1 | 2 |  |
| 2 | -1 | -2 | -2 |

Hereby we obtain

$$
\eta_{X}=\frac{[0,1,2](f)}{[0,1,2](\varepsilon)}=-\left(\frac{e-1}{2}\right)^{2} \quad \text { and so } \quad\left\|s_{X}^{*}-f\right\|_{\infty, X}=\left(\frac{e-1}{2}\right)^{2}
$$

Moreover,

$$
s_{X}^{*}=[0]\left(f-\eta_{X} \varepsilon\right)+[0,1]\left(f-\eta_{X} \varepsilon\right) x=1-\left(\frac{e-1}{2}\right)^{2}+\frac{e^{2}-1}{2} x
$$

is the unique best approximation to $f$ from $\mathcal{P}_{1}$ w.r.t. $\|\cdot\|_{\infty, X}$ (see Fig. 5.5 (a)).


Fig. 5.5. Approximation to $f(x)=\mathrm{e}^{x}$ on $[0,2]$ by linear polynomials from $\mathcal{P}_{1}$. (a) Initial reference set $X_{0}=\{0,1,2\}$ with minimal distance $\left|\eta_{0}\right|=(e-1)^{2} / 4 \approx 0.7381$. (b) Reference set $X_{1}=\left\{0, x^{*}, 2\right\}$, where $x^{*}=\log \left(\left(e^{2}-1\right) / 2\right) \approx 1.1614$, with minimal distance $\left|\eta_{1}\right|=\frac{1}{4}\left[\left(e^{2}-1\right)\left(x^{*}-1\right)+2\right] \approx 0.7579$ (see Example 5.45).

We present another example, where we link with Example 5.7.
Example 5.38. We approximate the absolute-value function $f(x)=|x|$ on $[-1,1]$ by quadratic polynomials, i.e., $\mathcal{S}=\mathcal{P}_{2}$. By our previous investigations in Example 5.7, $E_{p_{2}^{*}-f}=\{-1,-1 / 2,0,1 / 2,1\}$ is the set of extremal points for the best approximation $p_{2}^{*} \in \mathcal{P}_{2}$ to $f$. To compute $p_{2}^{*}$, we apply Proposition 5.35 with $n=3$. We let $\varepsilon=(-1,1,-1,1)$ and we choose $X=\{-1,-1 / 2,0,1 / 2\} \subset E_{p_{2}^{*}-f}$ as the reference set. By the recursion in Theorem 2.14, we obtain the following triangular scheme (see Table 2.1).

| $X$ | $f_{X}$ |  |  |  |
| ---: | :---: | :---: | ---: | ---: |
| -1 | 1 |  |  |  |
| $-\frac{1}{2}$ | $\frac{1}{2}$ | -1 |  |  |
| 0 | 0 | -1 | 0 |  |
| $\frac{1}{2}$ | $\frac{1}{2}$ | 1 | 2 | $\frac{4}{3}$ |


| $X$ | $\varepsilon_{X}$ |  |  |  |
| ---: | ---: | ---: | ---: | ---: |
| -1 | -1 |  |  |  |
| $-\frac{1}{2}$ | 1 | 4 |  |  |
| 0 | -1 | -4 | -8 |  |
| $\frac{1}{2}$ | 1 | 4 | 8 | $\frac{32}{3}$ |

Hereby we obtain $\eta_{X}=1 / 8$, and so $\left\|s_{X}^{*}-f\right\|_{\infty, X}=1 / 8$, along with

$$
\left[x_{1}\right]\left(f-\eta_{X} \varepsilon\right)=\frac{9}{8}, \quad\left[x_{1}, x_{2}\right]\left(f-\eta_{X} \varepsilon\right)=-\frac{3}{2}, \quad\left[x_{1}, x_{2}, x_{3}\right]\left(f-\eta_{X} \varepsilon\right)=1
$$

Therefore,

$$
s_{X}^{*}(x)=\frac{9}{8}-\frac{3}{2}(x+1)+(x+1)\left(x+\frac{1}{2}\right)=\frac{1}{8}+x^{2}
$$

is the unique best approximation to $f$ from $\mathcal{P}_{2}$ with respect to $\|\cdot\|_{\infty}$. Note that this is consistent with our observations in Example 5.7, since $p_{2}^{*} \equiv s_{X}^{*}$.

Now we describe the iteration steps of the Remez algorithm. At any Remez step the current reference set (in increasing order)

$$
X=\left(x_{1}, \ldots, x_{n+1}\right) \in[a, b]^{n+1}
$$

is modified. This is done by a Remez exchange of one point $\hat{x} \in X$ for one point $x^{*} \in[a, b] \backslash X$, where

$$
\left|\left(s_{X}^{*}-f\right)\left(x^{*}\right)\right|=\left\|s_{X}^{*}-f\right\|_{\infty},
$$

so that the next reference set is

$$
X_{+}=(X \backslash\{\hat{x}\}) \cup\left\{x^{*}\right\}=\left(x_{1}^{+}, \ldots, x_{n+1}^{+}\right) \in[a, b]^{n+1} .
$$

With the Remez exchange, the point $x^{*}$ is swapped for the point $\hat{x} \in X$, such that the points of the new reference set $X_{+}$are in increasing order, i.e.,

$$
a \leq x_{1}^{+}<x_{2}^{+}<\ldots<x_{n}^{+}<x_{n+1}^{+} \leq b
$$

and with maintaining the alternation condition, i.e.,

$$
\operatorname{sgn}\left(\left(s_{X}^{*}-f\right)\left(x_{j}^{+}\right)\right)=(-1)^{j} \sigma \quad \text { for } 1 \leq j \leq n+1
$$

for some $\sigma \in\{ \pm 1\}$. The exchange for the point pair $\left(\hat{x}, x^{*}\right) \in X \times[a, b] \backslash X$ is described by the Remez exchange, Algorithm 8.

```
Algorithm 8 Remez exchange
    function Remez exchange \(\left(X, s_{X}^{*}\right)\)
        Input: reference set \(X=\left(x_{1}, \ldots, x_{n+1}\right) \in[a, b]^{n+1}\);
                best approximation \(s_{X}^{*}\) to \(f\) with respect to \(\|\cdot\|_{\infty, X}\);
        find \(x^{*} \in[a, b]\) satisfying \(\left|\left(s_{X}^{*}-f\right)\left(x^{*}\right)\right|=\left\|s_{X}^{*}-f\right\|_{\infty}\);
        let \(\sigma^{*}:=\operatorname{sgn}\left(\left(s_{X}^{*}-f\right)\left(x^{*}\right)\right.\);
        if \(x^{*} \in X\) then return \(X\); \(\quad\) best approximation found
        else if \(x^{*}<x_{1}\) then
            if \(\operatorname{sgn}\left(\left(s_{X}^{*}-f\right)\left(x_{1}\right)\right)=\sigma^{*}\) then \(X_{+}=\left(x^{*}, x_{2}, \ldots, x_{n+1}\right)\);
            else \(X_{+}=\left(x^{*}, x_{1}, \ldots, x_{n}\right)\);
            end if
        else if \(x^{*}>x_{n+1}\) then
            if \(\operatorname{sgn}\left(\left(s_{X}^{*}-f\right)\left(x_{n+1}\right)\right)=\sigma^{*}\) then \(X_{+}=\left(x_{1}, \ldots, x_{n}, x^{*}\right)\);
            else \(X_{+}=\left(x_{2}, \ldots, x_{n+1}, x^{*}\right)\);
            end if
        else
            find \(j \in\{1, \ldots, n\}\) satisfying \(x_{j}<x^{*}<x_{j+1}\);
                if \(\operatorname{sgn}\left(\left(s_{X}^{*}-f\right)\left(x_{j}\right)\right)=\sigma^{*}\) then \(X_{+}=\left(x_{1}, \ldots, x_{j-1}, x^{*}, x_{j+1}, \ldots, x_{n+1}\right)\);
            else \(X_{+}=\left(x_{1}, \ldots, x_{j}, x^{*}, x_{j+2}, \ldots, x_{n+1}\right)\);
            end if
        end if
        return \(X_{+}\);
    end function
```

Remark 5.39. The reference set $X_{+}=\left(x_{1}^{+}, \ldots, x_{n+1}^{+}\right) \in[a, b]^{n+1}$, after the application of one Remez exchange, Algorithm 8, to the previous reference set $X=\left(x_{1}, \ldots, x_{n+1}\right) \in[a, b]^{n+1}$, satisfies the following three conditions.

- $\left|\left(s_{X}^{*}-f\right)\left(x^{*}\right)\right|=\left\|s_{X}^{*}-f\right\|_{\infty}$ for one $x^{*} \in X_{+}$;
- $\left|\left(s_{X}^{*}-f\right)(x)\right| \geq\left\|s_{X}^{*}-f\right\|_{\infty, X}$ for all $x \in X_{+}$;
- $\operatorname{sgn}\left(\left(s_{X}^{*}-f\right)\left(x_{j}^{+}\right)\right)=(-1)^{j} \sigma$ for $1 \leq j \leq n+1$ and some $\sigma \in\{ \pm 1\}$;

These conditions are required for the performance of the Remez algorithm.

Now we formulate the Remez algorithm, Algorithm 9, as an iterative method to numerically compute the (strongly unique) best approximation $s^{*} \in \mathcal{S}$ to $f \in \mathscr{C}[a, b] \backslash \mathcal{S}$ satisfying

$$
\eta=\left\|s^{*}-f\right\|_{\infty}<\|s-f\|_{\infty} \quad \text { for all } s \in \mathcal{S} \backslash\left\{s^{*}\right\} .
$$

The Remez algorithm generates a sequence $\left(X_{k}\right)_{k \in \mathbb{N}_{0}} \subset[a, b]^{n+1}$ of reference sets, so that for the transition from $X=X_{k}$ to $X_{+}=X_{k+1}$, for any $k \in \mathbb{N}_{0}$, all three conditions in Remark 5.39 are satisfied. The corresponding sequence of best approximations $s_{k}^{*} \in \mathcal{S}$ to $f$ with respect to $\|\cdot\|_{\infty, X_{k}}$ satisfying

$$
\eta_{k}=\left\|s_{k}^{*}-f\right\|_{\infty, X_{k}}<\|s-f\|_{\infty, X_{k}} \quad \text { for all } s \in \mathcal{S} \backslash\left\{s_{k}^{*}\right\}
$$

converges to $s^{*}$, i.e., $s_{k}^{*} \longrightarrow s^{*}$ and $\eta_{k} \longrightarrow \eta$, for $k \rightarrow \infty$, as we will prove in Theorem 5.43.

```
Algorithm 9 Remez algorithm
    function Remez algorithm
        Input: Haar space \(\mathcal{S}\) of dimension \(n \in \mathbb{N} ; f \in \mathscr{C}[a, b] \backslash \mathcal{S} ;\)
        find initial reference set \(X_{0}=\left(x_{1}^{(0)}, \ldots, x_{n+1}^{(0)}\right) \in[a, b]^{n+1}\);
        for \(k=0,1,2, \ldots\) do
            compute best approximation \(s_{k}^{*} \in \mathcal{S}\) to \(f\) with respect to \(\|\cdot\|_{\infty, X_{k}}\);
            let \(\eta_{k}:=\left\|s_{k}^{*}-f\right\|_{\infty, X_{k}}\);
            compute \(\rho_{k}=\left\|s_{k}^{*}-f\right\|_{\infty}\);
            if \(\rho_{k} \leq \eta_{k}\) then return \(s_{k}^{*} \quad \triangleright\) best approximation found
            else
                find reference set \(X_{k+1}=\left(x_{1}^{(k+1)}, \ldots, x_{n+1}^{(k+1)}\right) \in[a, b]^{n+1}\) satisfying
                - \(\left|\left(s_{k}^{*}-f\right)\left(x^{*}\right)\right|=\rho_{k}\) for some \(x^{*} \in X_{k+1}\);
                    - \(\left|\left(s_{k}^{*}-f\right)(x)\right| \geq \eta_{k}\) for all \(x \in X_{k+1}\);
                    - \(\operatorname{sgn}\left(\left(s_{k}^{*}-f\right)\left(x_{j}^{(k+1)}\right)\right)=(-1)^{j} \sigma_{k}\)
                for \(1 \leq j \leq n+1\) and some \(\sigma_{k} \in\{ \pm 1\}\). \(\triangleright\) alternation condition
            end if
        end for
    end function
```

Remark 5.40. We remark that the construction of the reference set $X_{k+1}$ in line 11 of Algorithm 9 can be accomplished by a Remez exchange step, Algorithm 8. In this case, all three conditions in lines 12-15 of Algorithm 9 are satisfied, according to Remark 5.39.

Next, we analyze the convergence of the Remez algorithm. To this end, we first remark that at any step $k$ in the Remez algorithm, we have

- a current reference set $X_{k}=\left(x_{1}^{(k)}, \ldots, x_{n+1}^{(k)}\right) \subset[a, b]^{n+1}$,
- alternating signs $\varepsilon^{(k)}=\left(\varepsilon_{1}^{(k)}, \ldots, \varepsilon_{n+1}^{(k)}\right) \in\{ \pm 1\}^{n+1}$,
- and positive coefficients $\lambda^{(k)}=\left(\lambda_{1}^{(k)}, \ldots, \lambda_{n+1}^{(k)}\right)^{T} \in \Lambda_{n+1}$,
so that the dual functional $\varphi:[a, b] \longrightarrow \mathbb{R}$, defined as

$$
\varphi(u)=\sum_{j=1}^{n+1} \lambda_{j}^{(k)} \varepsilon_{j}^{(k)} u\left(x_{j}^{(k)}\right) \quad \text { for } u \in \mathscr{C}[a, b]
$$

satisfies the characterization (5.29) in the alternation theorem, Theorem 5.34. In particular, by the alternation theorem, the following properties hold.

- $X_{k} \subset E_{s_{k}^{*}-f}$;
- $\varepsilon_{j}^{(k)}=\operatorname{sgn}\left(\left(s_{k}^{*}-f\right)\left(x_{j}^{(k)}\right)\right)=(-1)^{j} \sigma_{k}$ for all $1 \leq j \leq n+1$ with $\sigma_{k} \in\{ \pm 1\}$;
- $\varepsilon_{j}^{(k)}\left(s_{k}^{*}-f\right)\left(x_{j}^{(k)}\right)=\left\|s_{k}^{*}-f\right\|_{\infty, X_{k}}=\eta_{k}$ for all $1 \leq j \leq n+1$;
- $\varphi(s)=0$ for all $s \in \mathcal{S}$.

Now we prove the monotonicity of the minimal distances $\eta_{k}$.
Proposition 5.41. Let the assumptions from the Remez algorithm be satisfied. Then, for any step $k \in \mathbb{N}_{0}$, where the Remez iteration does not terminate, we have the monotonicity of the minimal distances,

$$
\eta_{k+1}>\eta_{k}
$$

Proof. The representation

$$
\begin{aligned}
\eta_{k+1} & =\sum_{j=1}^{n+1} \lambda_{j}^{(k+1)} \varepsilon_{j}^{(k+1)}\left(s_{k+1}^{*}-f\right)\left(x_{j}^{(k+1)}\right) \\
& =\sum_{j=1}^{n+1} \lambda_{j}^{(k+1)} \varepsilon_{j}^{(k+1)}\left(s_{k}^{*}-f\right)\left(x_{j}^{(k+1)}\right) \\
& =\sum_{j=1}^{n+1} \lambda_{j}^{(k+1)}\left|\left(s_{k}^{*}-f\right)\left(x_{j}^{(k+1)}\right)\right|
\end{aligned}
$$

holds. Moreover, we have

$$
\varepsilon_{j}^{(k+1)}=\operatorname{sgn}\left(s_{k}^{*}-f\right)\left(x_{j}^{(k+1)}\right) \quad \text { for all } 1 \leq j \leq n+1
$$

after the Remez exchange (see Algorithm 9, line 14).
Moreover, we have $\left|\left(s_{k}^{*}-f\right)\left(x_{j}^{(k+1)}\right)\right| \geq \eta_{k}$, for all $1 \leq j \leq n+1$ (cf. line 13), and there is one index $j^{*} \in\{1, \ldots, n+1\}$ (cf. line 12) satisfying

$$
\left|\left(s_{k}^{*}-f\right)\left(x_{j^{*}}^{(k+1)}\right)\right|=\rho_{k}=\left\|s_{k}^{*}-f\right\|_{\infty}
$$

But this implies

$$
\begin{equation*}
\eta_{k+1} \geq \lambda_{j^{*}}^{(k+1)} \rho_{k}+\left(1-\lambda_{j^{*}}^{(k+1)}\right) \eta_{k}>\lambda_{j^{*}}^{(k+1)} \eta_{k}+\left(1-\lambda_{j^{*}}^{(k+1)}\right) \eta_{k}=\eta_{k} \tag{5.36}
\end{equation*}
$$

which already completes our proof.
Next, we show that the coefficients $\lambda_{j}^{(k)}$ are uniformly bounded away from zero.

Lemma 5.42. Let $f \in \mathscr{C}[a, b] \backslash \mathcal{S}$. Then, under the assumptions of the Remez algorithm, the uniform bound

$$
\lambda_{j}^{(k)} \geq \alpha>0 \quad \text { for all } 1 \leq j \leq n+1 \text { and all } k \in \mathbb{N}_{0}
$$

holds for some $\alpha>0$ which is independent of $1 \leq j \leq n$ and $k \in \mathbb{N}_{0}$.
Proof. We have
$\eta_{k}=-\sum_{j=1}^{n+1} \lambda_{j}^{(k)} \varepsilon_{j}^{(k)} f\left(x_{j}^{(k)}\right)=\sum_{j=1}^{n+1} \lambda_{j}^{(k)} \varepsilon_{j}^{(k)}\left(s_{k}^{*}-f\right)\left(x_{j}^{(k)}\right) \geq \eta_{0}=\left\|s^{*}-f\right\|_{\infty, X_{0}}$.
Suppose the statement is false. Then, there are sequences of reference sets $\left(X_{k}\right)_{k}$, signs $\left(\varepsilon^{(k)}\right)_{k}$, and coefficients $\left(\lambda^{(k)}\right)_{k}$ satisfying

$$
\begin{equation*}
\eta_{k}=-\sum_{j=1}^{n+1} \lambda_{j}^{(k)} \varepsilon_{j}^{(k)} f\left(x_{j}^{(k)}\right) \geq \eta_{0}>0 \quad \text { for all } k \in \mathbb{N}_{0} \tag{5.37}
\end{equation*}
$$

where one index $j^{*} \in\{1, \ldots, n+1\}$ satisfies $\lambda_{j^{*}}^{(k)} \longrightarrow 0$, for $k \rightarrow \infty$.
But the elements of the sequences $\left(X_{k}\right)_{k},\left(\varepsilon^{(k)}\right)_{k}$, and $\left(\lambda^{(k)}\right)_{k}$ lie in compact sets, respectively. Therefore, there are convergent subsequences with

$$
\begin{array}{ll}
x_{j}^{\left(k_{\ell}\right)} \longrightarrow x_{j} \in[a, b] \quad \text { for } \ell \rightarrow \infty, \\
\varepsilon_{j}^{\left(k_{\ell}\right)} \longrightarrow \varepsilon_{j} \in\{ \pm 1\} & \text { for } \ell \rightarrow \infty, \\
\lambda_{j}^{\left(k_{\ell}\right)} \longrightarrow \lambda_{j} \in[0,1] \quad \text { for } \ell \rightarrow \infty,
\end{array}
$$

for all $1 \leq j \leq n+1$, where $\lambda_{j^{*}}=0$ for one index $j^{*} \in\{1, \ldots, n+1\}$.
Now we regard an interpolant $s \in \mathcal{S}$ satisfying $s\left(x_{j}\right)=f\left(x_{j}\right)$ for all $1 \leq j \leq n+1, j \neq j^{*}$. Then, we have

$$
\begin{aligned}
\eta_{k_{\ell}} & =\sum_{j=1}^{n+1} \lambda_{j}^{\left(k_{\ell}\right)} \varepsilon_{j}^{\left(k_{\ell}\right)}\left(s_{k_{\ell}}^{*}-f\right)\left(x_{j}^{\left(k_{\ell}\right)}\right)=\sum_{j=1}^{n+1} \lambda_{j}^{\left(k_{\ell}\right)} \varepsilon_{j}^{\left(k_{\ell}\right)}(s-f)\left(x_{j}^{\left(k_{\ell}\right)}\right) \\
& =\sum_{\substack{j=1 \\
j \neq j^{*}}}^{n+1} \lambda_{j}^{\left(k_{\ell}\right)} \varepsilon_{j}^{\left(k_{\ell}\right)}(s-f)\left(x_{j}^{\left(k_{\ell}\right)}\right)+\lambda_{j^{*}}^{\left(k_{\ell}\right)} \varepsilon_{j^{*}}^{\left(k_{\ell}\right)}(s-f)\left(x_{j^{*}}^{\left(k_{\ell}\right)}\right) \\
& \longrightarrow \sum_{\substack{j=1 \\
j \neq j^{*}}}^{n+1} \lambda_{j} \varepsilon_{j}(s-f)\left(x_{j}\right)+\lambda_{j^{*}} \varepsilon_{j^{*}}(s-f)\left(x_{j^{*}}\right)=0 \quad \text { for } \ell \rightarrow \infty .
\end{aligned}
$$

But this is in contradiction to (5.37).
Now we can finally prove convergence for the Remez agorithm.
Theorem 5.43. Either the Remez algorithm, Algorithm 9, terminates after $k \in \mathbb{N}$ steps with returning the best approximation $s_{k}^{*}=s^{*}$ to $f \in \mathscr{C}[a, b]$ or the Remez algorithm generates convergent sequences of minimal distances $\left(\eta_{k}\right)_{k}$ and best approximations $\left(s_{k}^{*}\right)_{k}$ with limit elements

$$
\lim _{k \rightarrow \infty} \eta_{k}=\eta=\left\|s^{*}-f\right\|_{\infty} \quad \text { and } \quad \lim _{k \rightarrow \infty} s_{k}^{*}=s^{*} \in \mathcal{S}
$$

where $s^{*} \in \mathcal{S}$ is the strongly unique best approximation to $f \in \mathscr{C}[a, b]$ with minimal distance $\eta$. The sequence $\left(\eta_{k}\right)_{k}$ of minimal distances converges linearly to $\eta$ by the contraction

$$
\begin{equation*}
\eta-\eta_{k+1}<\theta\left(\eta-\eta_{k}\right) \quad \text { for some } \theta \in(0,1) \tag{5.38}
\end{equation*}
$$

Proof. Let $f \in \mathscr{C}[a, b] \backslash \mathcal{S}$ (for $f \in \mathcal{S}$ the statement is trivial).
If the Remez algorithm terminates after $k \in \mathbb{N}$ steps, in line 9 of Algorithm 9 , with $s_{k}^{*} \in \mathcal{S}$, then $s_{k}^{*}=s^{*}$ is, according to the alternation theorem, Theorem 5.34 , the strongly unique best approximation to $f$.

Now suppose the Remez algorithm does not terminate after finitely many steps. For this case, we first show the contraction property (5.38).

By the estimate in (5.36),

$$
\begin{equation*}
\eta_{k+1} \geq \lambda_{j^{*}}^{(k+1)} \rho_{k}+\left(1-\lambda_{j^{*}}^{(k+1)}\right) \eta_{k} \tag{5.39}
\end{equation*}
$$

and from $\rho_{k}=\left\|s_{k}^{*}-f\right\|_{\infty}>\left\|s^{*}-f\right\|_{\infty}=\eta>0$ it follows that

$$
\eta_{k+1}>\lambda_{j^{*}}^{(k+1)} \eta+\left(1-\lambda_{j^{*}}^{(k+1)}\right) \eta_{k}
$$

and so

$$
\eta-\eta_{k+1}<\left(1-\lambda_{j^{*}}^{(k+1)}\right)\left(\eta-\eta_{k}\right)
$$

By Lemma 5.42 , there is one $\alpha>0$ satisfying $\lambda_{j}^{(k+1)} \geq \alpha$, for all $1 \leq j \leq n+1$ and all $k \in \mathbb{N}_{0}$. Therefore, the stated contraction (5.38) holds for $\theta=1-\alpha \in$ $(0,1)$. From this, we get the estimate

$$
\eta-\eta_{k}<\theta^{k}\left(\eta-\eta_{0}\right) \quad \text { for all } k \in \mathbb{N}_{0}
$$

by induction on $k$. Therefore, the sequence $\left(\eta_{k}\right)_{k}$ of minimal distances is convergent with limit element $\eta$, i.e., $\eta_{k} \longrightarrow \eta$, for $k \rightarrow \infty$.

From estimate (5.39), we can conclude

$$
\rho_{k} \leq \frac{\eta_{k+1}-\eta_{k}}{\lambda_{j^{*}}^{(k+1)}}+\eta_{k}<\frac{\eta_{k+1}-\eta_{k}}{1-\theta}+\eta_{k}
$$

and this gives the estimates

$$
\eta_{k}<\rho_{k}<\frac{\eta_{k+1}-\eta_{k}}{1-\theta}+\eta_{k}
$$

This implies the convergence of the distances $\rho_{k}$ to $\eta$, i.e.,

$$
\lim _{k \rightarrow \infty} \rho_{k}=\lim _{k \rightarrow \infty}\left\|s_{k}^{*}-f\right\|_{\infty}=\left\|s^{*}-f\right\|_{\infty}=\eta
$$

We can conclude that the sequence $\left(s_{k}^{*}\right)_{k} \subset \mathcal{S}$ of the strongly unique best approximations to $f$ on $X_{k}$ converges to the strongly unique best approximation $s^{*}$ to $f$.

Finally, we discuss one important observation. We note that for the approximation of strictly convex functions $f \in \mathscr{C}[a, b]$ by linear polynomials, the Remez algorithm may return the best approximation $s^{*} \in \mathcal{P}_{1}$ to $f$ after only one step.

Proposition 5.44. Let $f \in \mathscr{C}[a, b]$ be a strictly convex function on a compact interval $[a, b]$ and $\mathcal{S}=\mathcal{P}_{1}$. Moreover, let $X_{0}=\left(a, x_{0}, b\right)$, for $x_{0} \in(a, b)$, be an initial reference set for the Remez algorithm. Then, the Remez algorithm terminates after at most one Remez exchange.

Proof. Regard $s \in \mathcal{P}_{1}$ in its monomial representation $s(x)=m \cdot x+c$ for $m, c \in \mathbb{R}$. Then, we have for $x, y \in[a, b], x \neq y$, and $\lambda \in(0,1)$ the strict inequality

$$
\begin{aligned}
& (f-s)(\lambda x+(1-\lambda) y) \\
& =f(\lambda x+(1-\lambda) y)-m \cdot(\lambda x+(1-\lambda) y)-c \\
& <\lambda f(x)+(1-\lambda) f(y)-m \cdot(\lambda x+(1-\lambda) y)-c \\
& =\lambda f(x)-\lambda m x-\lambda c+(1-\lambda) f(y)-(1-\lambda) m y-(1-\lambda) c \\
& =\lambda(f-s)(x)+(1-\lambda)(f-s)(y)
\end{aligned}
$$

by the strict convexity of $f$, i.e., $f-s$ is also strictly convex.
Now let $s^{*} \in \mathcal{P}_{1}$ be the strongly unique best approximation to $f$. Due to the alternation theorem, Theorem 5.34, the error function $f-s^{*}$ has at least three extremal points with alternating signs in $[a, b]$. Since $f-s^{*}$ is strictly convex and continuous, $f-s^{*}$ has exactly one global minimum $x^{*}$ on $(a, b)$. Moreover, two global maxima of $f-s^{*}$ are at the boundary of $[a, b]$, i.e., we have $\{a, b\} \subset E_{s^{*}-f}$ with

$$
\left(f-s^{*}\right)(a)=\left\|f-s^{*}\right\|_{\infty}=\left(f-s^{*}\right)(b) .
$$

From the representation $s^{*}(x)=m^{*} \cdot x+c^{*}$, we obtain the slope

$$
m^{*}=\frac{f(b)-f(a)}{b-a}=[a, b](f)
$$

Let $s_{0}^{*} \in \mathcal{P}_{1}$ be the best approximation to $f$ with respect to $X_{0}=\left(a, x_{0}, b\right)$. Then, according to the alternation theorem, we have

$$
\left(f-s_{0}^{*}\right)(a)=\sigma\left\|f-s_{0}^{*}\right\|_{\infty, X_{0}}=\left(f-s_{0}^{*}\right)(b) \quad \text { for some } \sigma \in\{ \pm 1\}
$$

whereby the representation $s_{0}^{*}(x)=m_{0} \cdot x+c_{0}$ implies $m_{0}=[a, b](f)=m^{*}$, i.e., $s^{*}$ and $s_{0}^{*}$ differ by at most one constant.

If $x_{0} \in E_{s^{*}-f}$, then $x_{0}=x^{*}$, and the best approximation $s^{*}$ to $f$ is already found by $s_{0}^{*}$, due to the alternation theorem. In this case, the Remez algorithm terminates immediately with returning $s^{*}=s_{0}^{*}$.

If $x_{0} \notin E_{s^{*}-f}$, then the Remez algorithm selects the unique global minimum $x^{*} \neq x_{0}$ of $f-s^{*}$ for the exchange with $x_{0}$ : Since $s^{*}$ and $s_{0}^{*}$ differ by at most a constant, $x^{*}$ is also the unique global minimum of $f-s_{0}^{*}$ on $(a, b)$, i.e., we have

$$
\begin{equation*}
\left(f-s_{0}^{*}\right)\left(x^{*}\right)<\left(f-s_{0}^{*}\right)(x) \quad \text { for all } x \in[a, b], \text { where } x \neq x^{*} \tag{5.40}
\end{equation*}
$$

By the strict convexity of $f-s_{0}^{*}$, we can further conclude the strict inequality

$$
\left(f-s_{0}^{*}\right)\left(x^{*}\right)<\left(f-s_{0}^{*}\right)\left(x_{0}\right)<0,
$$

or,

$$
\begin{equation*}
\rho_{0}=\left\|f-s_{0}^{*}\right\|_{\infty}=\left|\left(f-s_{0}^{*}\right)\left(x^{*}\right)\right|>\left|\left(f-s_{0}^{*}\right)\left(x_{0}\right)\right|=\left\|f-s_{0}^{*}\right\|_{\infty, X_{0}}=\eta_{0} . \tag{5.41}
\end{equation*}
$$

By (5.40) and (5.41), the point $x^{*}$ is the unique global maximum of $\left|f-s_{0}^{*}\right|$ on $[a, b]$. Therefore, $x^{*}$ is the only candidate for the required Remez exchange (in line 5 of Algorithm 8) for $x_{0}$. After the execution of the Remez exchange, we have $X_{1}=\left(a, x^{*}, b\right)$, so that the Remez algorithm immediately terminates with returning $s_{1}^{*}=s^{*}$.

For further illustration, we make an example linked with Example 5.37.
Example 5.45. We approximate the strictly convex exponential function $f(x)=\exp (x)$ on the interval $[0,2]$ by linear polynomials, i.e., $\mathcal{F}=\mathscr{C}[0,2]$ and $\mathcal{S}=\mathcal{P}_{1}$. We take $X_{0}=(0,1,2)$ as the initial reference set in the Remez algorithm, Algorithm 9. According to Example 5.37,

$$
s_{0}^{*}(x)=1-\left(\frac{e-1}{2}\right)^{2}+\frac{e^{2}-1}{2} x
$$

is the unique best approximation to $f$ from $\mathcal{P}_{1}$ with respect to $\|\cdot\|_{\infty, X_{0}}$, with minimal distance $\left|\eta_{0}\right|=(e-1)^{2} / 4 \approx 0.7381$, where $e$ is the Euler number.

The error function $\left|s_{0}^{*}(x)-\exp (x)\right|$ attains on $[0,2]$ its unique maximum $\rho_{0}=\left\|s_{0}^{*}-\exp \right\|_{\infty} \approx 0.7776$ at $x^{*}=\log \left(\left(e^{2}-1\right) / 2\right)>1$. We have $\rho_{0}>\eta_{0}$, and so one Remez exchange leads to the new reference set $X_{1}=\left(0, x^{*}, 2\right)$.

According to Proposition 5.44, the Remez algorithm returns already after the next iteration the best approximation $s_{1}^{*}$ to $f$.

Finally, we compute $s_{1}^{*}$, the best approximation to $f$ for the reference set $X_{1}=\left(0, x^{*}, 2\right)$. To this end, we proceed as in Example 5.37, where we first determine the required divided differences for $f$ and $\varepsilon=(-1,1,-1)$ by using the recursion in Theorem 2.14:

| $X$ | $f_{X}$ |  |  |
| :---: | :---: | :---: | :---: |
| 0 | 1 |  |  |
| $x^{*}$ | $\frac{e^{2}-1}{2}$ | $\frac{e^{2}-3}{2 x^{*}}$ |  |
| 2 | $e^{2}$ | $\frac{e^{2}+1}{2\left(2-x^{*}\right)}$ | $\frac{\left(e^{2}-1\right)\left(x^{*}-1\right)+2}{2\left(2-x^{*}\right) x^{*}}$ |


| $X$ | $\varepsilon_{X}$ |  |  |
| ---: | ---: | :---: | :---: |
| 0 | -1 |  |  |
| $x^{*}$ | 1 | $\frac{2}{x^{*}}$ |  |
| 2 | -1 | $-\frac{2}{2-x^{*}}$ | $-\frac{2}{\left(2-x^{*}\right) x^{*}}$ |

From this we compute the minimal distance $\left\|s_{1}^{*}-f\right\|_{\infty, X_{1}}=-\eta_{1} \approx 0.7579$ by

$$
\eta_{1}=-\frac{1}{4}\left[\left(e^{2}-1\right)\left(x^{*}-1\right)+2\right]
$$

and the best approximation to $f$ from $\mathcal{P}_{1}$ with respect to $\|\cdot\|_{\infty, X_{1}}$ by

$$
s_{1}^{*}=[0]\left(f-\eta_{X} \varepsilon\right)+\left[0, x^{*}\right]\left(f-\eta_{X} \varepsilon\right) x=1+\eta_{1}+\frac{e^{2}-4 \eta_{1}-3}{2 x^{*}} x .
$$

By Proposition 5.44, the Remez algorithm terminates with the reference set $X_{1}=E_{s_{1}^{*}-f}$, so that by $s_{1}^{*} \in \mathcal{P}_{1}$ the unique best approximation to $f$ with respect to $\|\cdot\|_{\infty}$ is found. Figure 5.5 shows the best approximations $s_{j}^{*} \in \mathcal{P}_{1}$ to $f$ for the reference sets $X_{j}$, for $j=0,1$.

### 5.5 Exercises

Exercise 5.46. Let $\mathcal{F}=\mathscr{C}[-1,1]$ be equipped with the maximum norm $\|\cdot\|_{\infty}$. Moreover, let $f \in \mathcal{P}_{3} \backslash \mathcal{P}_{2}$ be a cubic polynomial, i.e., has the form

$$
f(x)=a x^{3}+b x^{2}+c x+d \quad \text { for } x \in[-1,1]
$$

with coefficients $a, b, c, d \in \mathbb{R}$, where $a \neq 0$.
(a) Compute a best approximation $p_{2}^{*} \in \mathcal{P}_{2}$ to $f$ from $\mathcal{P}_{2}$ w.r.t. $\|\cdot\|_{\infty}$.
(b) Is the best approximation $p_{2}^{*}$ from (a) unique?

Exercise 5.47. Let $P_{\infty}: \mathscr{C}[a, b] \longrightarrow \mathcal{P}_{n}$ denote the operator, which assigns every $f \in \mathscr{C}[a, b]$ to its best approximation $p_{\infty}^{*}(f) \in \mathcal{P}_{n}$ from $\mathcal{P}_{n}$ w.r.t. $\|\cdot\|_{\infty}$, i.e.,

$$
P_{\infty}(f)=p_{\infty}^{*}(f) \quad \text { for } f \in \mathscr{C}[a, b]
$$

(a) Show that $P_{\infty}$ is well-defined.
(b) Is $P_{\infty}$ linear or non-linear?

Exercise 5.48. For a compact interval $[a, b] \subset \mathbb{R}$, let $\mathcal{F}=\mathscr{C}[a, b]$ be equipped with the maximum norm $\|\cdot\|_{\infty}$. Moreover, let $f \in \mathscr{C}[a, b] \backslash \mathcal{P}_{n-1}$, for $n \in \mathbb{N}$. Then, there is a strongly unique best approximation $p^{*} \in \mathcal{P}_{n-1}$ to $f$ from $\mathcal{P}_{n-1}$ w.r.t. $\|\cdot\|_{\infty}$ and an alternation set $X=\left(x_{1}, \ldots, x_{n+1}\right) \in E_{s^{*}-f}^{n+1}$ for $s^{*}$ and $f$ (see Corollary 5.4). For the dual characterization of the best approximation $p^{*} \in \mathcal{P}_{n-1}$ we use, as in (5.6), a linear functional $\varphi \in \mathcal{F}^{\prime}$ of the form

$$
\varphi(u)=\sum_{k=1}^{n+1} \lambda_{k} \varepsilon_{k} u\left(x_{k}\right) \quad \text { for } u \in \mathscr{C}[a, b]
$$

with coefficients $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n+1}\right)^{T} \in \Lambda_{n+1}$ and alternating signs

$$
\varepsilon_{k}=\operatorname{sgn}\left(p^{*}-f\right)\left(x_{k}\right)=\sigma(-1)^{k} \quad \text { for } k=1, \ldots, n+1
$$

By these assumptions on $\varphi$, two conditions of the dual characterization (according to Theorem 3.48) are already satisfied, that is (a) $\|\varphi\|_{\infty}=1$ and (b) $\varphi\left(p^{*}-f\right)=\left\|p^{*}-f\right\|_{\infty}$.

Now this problem is concerning condition (c) of the dual characterization in Theorem 3.48. To this end, consider using divided differences (cf. Definition 2.10) to construct, from given alternation points

$$
a \leq x_{1}<\ldots<x_{n} \leq b
$$

and $\sigma \in\{ \pm 1\}$, a coefficient vector $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n+1}\right)^{T} \in \Lambda_{n+1}$ satisfying

$$
\varphi(p)=0 \quad \text { for all } p \in \mathcal{P}_{n-1}
$$

Exercise 5.49. Let $\mathcal{F}=\mathscr{C}[0,2 \pi]$ and $\mathcal{S}=\mathcal{P}_{1}$. Moreover, for $n \in \mathbb{N}$, let

$$
f_{n}(x)=\sin (n x) \quad \text { for } x \in[0,2 \pi]
$$

(a) Compute the unique best approximation $s_{n}^{*} \in \mathcal{P}_{1}$ to $f_{n}$ w.r.t. $\|\cdot\|_{\infty}$.
(b) How many alternation points occur for the error function $s_{n}^{*}-f_{n}$ in (a)? But should not there only be three alternation points?

Exercise 5.50. Let $\mathcal{F}=\mathscr{C}[-2,1]$ be equipped with the maximum norm $\|\cdot\|_{\infty}$. Compute the unique best approximation $p^{*} \in \mathcal{P}_{2}$ from $\mathcal{P}_{2}$ to the function $f \in \mathscr{C}[-2,1]$, defined as

$$
f(x)=|x+1| \quad \text { for } x \in[-2,1]
$$

with respect to the maximum norm $\|\cdot\|_{\infty}$.
Moreover, determine the set of extremal points $X=E_{p^{*}-f}$, along with a constant $K>0$ satisfying

$$
\|p-f\|_{\infty, X} \geq\left\|p^{*}-f\right\|_{\infty}+K \cdot\left\|p-p^{*}\right\|_{\infty, X} \quad \text { for all } p \in \mathcal{P}_{2}
$$

Plot the graphs of $f$ and the best approximation $p^{*}$ to $f$ in one figure.

Exercise 5.51. Let $\mathcal{F}=\mathscr{C}[0,2]$ be equipped with the maximum norm $\|\cdot\|_{\infty}$. Determine the strongly unique best approximation $p^{*} \in \mathcal{P}_{1}$ from $\mathcal{P}_{1}$ to the function $f \in \mathscr{C}[0,2]$, defined as

$$
f(x)=\exp \left(-(x-1)^{2}\right) \quad \text { for } x \in[0,2]
$$

with respect to the maximum norm $\|\cdot\|_{\infty}$.
Moreover, determine a constant $K>0$ satisfying

$$
\|p-f\|_{\infty}-\left\|p^{*}-f\right\|_{\infty} \geq K \cdot\left\|p-p^{*}\right\|_{\infty} \quad \text { for all } p \in \mathcal{P}_{1}
$$

Use this inequality to conclude the uniqueness of the best approximation $p^{*} \in \mathcal{P}_{1}$ yet once more.

Exercise 5.52. Let $\mathcal{S} \subset \mathscr{C}[a, b]$ be a Haar space with $\operatorname{dim}(\mathcal{S})=n+1 \in \mathbb{N}$.
Prove the Haar condition: If $s \in \mathcal{S} \backslash\{0\}$ has on the interval $[a, b]$ exactly $m$ zeros from which $k$ zeros are without sign change, then we have $m+k \leq n$.

Exercise 5.53. In this problem, let $I \subset \mathbb{R}$ be a compact set containing sufficiently many points, respectively. Analyze whether or not the following function systems $\mathcal{H}=\left(s_{1}, \ldots, s_{n}\right) \in(\mathscr{C}(I))^{n}$ are a Haar system on $I$.
(a) $\mathcal{H}=(x, 1 / x)$ for $I \subset(0, \infty)$.
(b) $\mathcal{H}=\left(1 /\left(x-c_{0}\right), 1 /\left(x-c_{1}\right)\right)$ for $I \subset \mathbb{R} \backslash\left\{c_{0}, c_{1}\right\}$, where $c_{0} \neq c_{1}$.
(c) $\mathcal{H}=\left(1, x^{2}, x^{4}, \ldots, x^{2 n}\right)$ for $I=[-1,1]$.
(d) $\mathcal{H}=\left(1, x, \ldots, x^{n}, g(x)\right)$ for a compact interval $I=[a, b]$, where $g \in \mathscr{C}^{n+1}[a, b]$ with $g^{(n+1)} \geq 0$ and $g^{(n+1)} \not \equiv 0$ on $[a, b]$.

Exercise 5.54. For $n \in \mathbb{N}_{0}$, let $\mathcal{T}_{n}^{e}$ be the linear space of all even real-valued trigonometric polynomials of degree at most $n$, and let $\mathcal{T}_{n}^{o}$ be the linear space of all odd real-valued trigonometric polynomials of degree at most $n$.
(a) Show that $\mathcal{T}_{n}^{e}$ is a Haar space on the interval $[0, \pi)$.
(b) Determine the dimension of $\mathcal{T}_{n}^{e}$.
(c) Is $\mathcal{T}_{n}^{o}$ a Haar space on the interval $[0, \pi)$ ?
(d) Is $\mathcal{T}_{n}^{o}$ a Haar space on the open interval $(0, \pi)$ ?
(e) Determine the dimension of $\mathcal{T}_{n}^{o}$.

Exercise 5.55. Prove the following results.
(a) The functions

$$
s_{0}(x)=1, \quad s_{1}(x)=x \cos (x), \quad s_{2}(x)=x \sin (x)
$$

are a Haar system on $[0, \pi]$.
(b) There is no two-dimensional subspace of

$$
\mathcal{S}=\operatorname{span}\left\{s_{0}, s_{1}, s_{2}\right\} \subset \mathscr{C}[0, \pi],
$$

which is a Haar space on $[0, \pi]$.

Exercise 5.56. For $n \in \mathbb{N}_{0}$, let $\mathcal{S} \subset \mathscr{C}[a, b]$ be a $(n+1)$-dimensional linear subspace of $\mathscr{C}[a, b]$. Moreover, let $\mathcal{S}$ satisfy the weak Haar condition on $[a, b]$, according to which any $s \in \mathcal{S}$ has at most $n$ sign changes in $[a, b]$.

Prove the following statements for $f \in \mathscr{C}[a, b]$.
(a) If there is an alternation set for $s \in \mathcal{S}$ and $f$ of length $n+2$, so that there are $n+2$ pairwise distinct alternation points $a \leq x_{0}<\ldots<x_{n+1} \leq b$ and one sign $\sigma \in\{ \pm 1\}$ satisfying

$$
(s-f)\left(x_{k}\right)=\sigma(-1)^{k}\|s-f\|_{\infty} \quad \text { for all } k=0, \ldots, n+1,
$$

then $s$ is a best approximation to $f$ from $\mathcal{S}$ with respect to $\|\cdot\|_{\infty}$.
(b) The converse of statement (a) is false (for the general case).

Exercise 5.57. Let $\mathcal{F}=\mathscr{C}[a, b]$ and $\mathcal{S} \subset \mathcal{F}$ be a Haar space on $[a, b]$ of dimension $n+1$ containing the constant functions. Moreover, let $f \in \mathcal{F} \backslash \mathcal{S}$, such that

$$
\operatorname{span}\{\mathcal{S} \cup\{f\}\}
$$

is a Haar space on $[a, b]$. Finally, $s^{*} \in \mathcal{S}$ be the unique best approximation to $f$ from $\mathcal{S}$ with respect to $\|\cdot\|_{\infty}$.

Show that the error function $f-s^{*}$ has exactly $n+2$ extremal points

$$
a=x_{0}<\ldots<x_{n+1}=b
$$

where $f-s^{*}$ is strictly monotone between neighbouring extremal points.
Exercise 5.58. In this programming exercise, we wish to compute for any $n \in \mathbb{N}$ the strongly unique best approximation $p^{*} \in \mathcal{P}_{n-1}$ to $f \in \mathscr{C}[a, b] \backslash \mathcal{P}_{n-1}$ from $\mathcal{P}_{n-1}$ w.r.t. $\|\cdot\|_{\infty, X}$ on a point set $X=\left(x_{1}, \ldots, x_{n+1}\right) \in[a, b]^{n+1}$, so that

$$
\left\|p^{*}-f\right\|_{\infty, X}<\|p-f\|_{\infty, X} \quad \text { for all } p \in \mathcal{P}_{n-1} \backslash\left\{p^{*}\right\}
$$

To this end, implement a function called mybestpoly with header

$$
\text { [alpha,eta] }=\text { mybestpoly }(f, X),
$$

which returns on input point set $X$ (of length $|X|=n+1$ ) the Newton coefficients $\alpha=\left(\alpha_{0}, \ldots, \alpha_{n-1}\right) \in \mathbb{R}^{n}$ of the best approximation

$$
p^{*}(x)=\sum_{k=0}^{n-1} \alpha_{k} \omega_{k}(x) \quad \text { where } \omega_{k}(x)=\prod_{j=1}^{k}\left(x-x_{j}\right) \in \mathcal{P}_{k} \text { for } 0 \leq k \leq n-1
$$

to $f$ w.r.t. $\|\cdot\|_{\infty, X}$, along with the minimal distance $\eta_{X}=\left\|f-s^{*}\right\|_{\infty, X}$.
Exercise 5.59. To efficiently evaluate the best approximation $p^{*} \in \mathcal{P}_{n-1}$ from Exercise 5.58, we use the Horner ${ }^{10}$ scheme (a standard numerical method, see e.g. [28, Section 5.3.3].
${ }^{10}$ William George Horner (1786-1837), English mathematician

To this end, implement a function called mynewtonhorner with header

$$
[p]=\text { mynewtonhorner }(X, \text { alpha }, x),
$$

which returns on an input point set $X=\left\{x_{1}, \ldots, x_{n+1}\right\} \subset[a, b]$, Newton coefficients $\alpha=\left(\alpha_{0}, \ldots, \alpha_{n-1}\right) \in \mathbb{R}^{n}$ and $x \in \mathbb{R}$ the value

$$
p(x)=\sum_{k=0}^{n-1} \alpha_{k} \omega_{k}(x) \in \mathcal{P}_{n-1}
$$

where the evaluation of $p$ at $x$ should rely on the Horner scheme.
Exercise 5.60. Implement the Remez exchange, Algorithm 8. To this end, write a function called myremezexchange with header

$$
[\mathrm{X}]=\text { myremezexchange }(\mathrm{X}, \text { epsilon }, \mathrm{x}),
$$

which returns, on input reference set $X=\left(x_{1}, \ldots, x_{n+1}\right) \in[a, b]^{n+1}$, an extremal point $x=x^{*} \in[a, b] \backslash X$ satisfying

$$
\left|\left(p^{*}-f\right)\left(x^{*}\right)\right|=\left\|p^{*}-f\right\|_{\infty}
$$

and a sign vector $\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}\right) \in\{ \pm 1\}^{2}$ satisfying

$$
\varepsilon_{1}=\operatorname{sgn}\left(p^{*}-f\right)\left(x_{1}\right) \quad \text { and } \quad \varepsilon_{2}=\operatorname{sgn}\left(p^{*}-f\right)\left(x^{*}\right)
$$

the updated reference set $X_{+}$(as output by Algorithm 8), i.e.,

$$
X_{+}=\left(X \backslash\left\{x_{j}\right\}\right) \cup\left\{x^{*}\right\} \quad \text { for one } 1 \leq j \leq n+1
$$

Exercise 5.61. Implement the Remez algorithm, Algorithm 9. To this end, write a function myremez with header
[alpha, eta, X,its] = myremez(f,X),
which returns, on input function $f \in \mathscr{C}[a, b] \backslash \mathcal{P}_{n-1}$ and an initial reference set $X=\left(x_{1}, \ldots, x_{n+1}\right) \in[a, b]^{n+1}$, the Newton coefficients $\alpha=\left(\alpha_{0}, \ldots, \alpha_{n-1}\right)$ of the (strongly unique) best approximation $p^{*} \in \mathcal{P}_{n-1}$ to $f$ from $\mathcal{P}_{n-1}$ w.r.t. $\|\cdot\|_{\infty}$, the minimal distance $\eta=\left\|p^{*}-f\right\|_{\infty}$, a set of alternation points $X \subset E_{p^{*}-f}$, and the number its of the performed Remez iterations. For your implementation, use the functions mybestpoly (from Exercise 5.58), mynewtonhorner (Exercise 5.59) and myremezexchange (Exercise 5.60).

Verify your function myremez by using the following examples.
(a) $f(x)=\sqrt[3]{x},[a, b]=[0,1], X=\left(0, \frac{1}{2}, \frac{3}{4}, 1\right)$;
(b) $f(x)=\sin (5 x)+\cos (6 x),[a, b]=[0, \pi], X=\left(0, \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \pi\right)$.

Exercise 5.62. Analyze for the case $\mathcal{S}=\mathcal{P}_{n-1}$ the asymptotic computational complexity for only one iteration of the Remez algorithm, Algorithm 9.
(a) Determine the costs for the minimal distance $\eta_{k}=\left\|s_{k}^{*}-f\right\|_{\infty, X_{k}}$. Hint: Use divided differences (according to Proposition 5.35).
(b) Determine the costs for computing the Newton coefficients of $s_{k}^{*}$. Hint: Reuse the divided differences from (a).
(c) Sum up the required asymptotic costs in (a) and (b).

How do you efficiently compute the update $\eta_{k+1}$ from information that is required to compute $\eta_{k}$ ?

Exercise 5.63. Assuming the notations of the Remez algorithm, Algorithm 9, we consider the (global) distance

$$
\rho_{k}=\left\|s_{k}^{*}-f\right\|_{\infty} \quad \text { for } k \in \mathbb{N}_{0}
$$

between $f \in \mathscr{C}[a, b]$ and the current best approximation $s_{k}^{*} \in \mathcal{S}$ to $f$, for the current reference set $X_{k}=\left(x_{1}^{(k)}, \ldots, x_{n+1}^{(k)}\right) \in[a, b]^{n+1}$ and w.r.t. $\|\cdot\|_{\infty, X_{k}}$.

Show that the sequence $\left(\rho_{k}\right)_{k \in \mathbb{N}_{0}}$ is not necessarily strictly increasing. To this end, construct a simple (but non-trivial) counterexample.

## 6 Asymptotic Results

In this chapter, we prove asymptotic statements to quantify the convergence behaviour of both algebraic and trigonometric approximation by partial sums.

For the trigonometric case, the analysis of Fourier partial sums plays a central role. Recall that we have studied Fourier partial sums,

$$
\left(F_{n} f\right)(x)=\frac{(f, 1)}{2}+\sum_{j=1}^{n}[(f, \cos (j \cdot)) \cos (j x)+(f, \sin (j \cdot)) \sin (j x)]
$$

for $f \in \mathscr{C}_{2 \pi}$, already in Chapter 4: According to Corollary 4.12, $F_{n} f$ is the unique best approximation to $f$ from the linear space $\mathcal{T}_{n}$ of trigonometric polynomials of degree at most $n \in \mathbb{N}_{0}$ with respect to the Euclidean norm $\|\cdot\|$.

As we proceed in this chapter, we will analyze the asymptotic behaviour of the minimal distances with respect to both the Euclidean norm $\|\cdot\|$,

$$
\eta\left(f, \mathcal{T}_{n}\right):=\inf _{T \in \mathcal{T}_{n}}\|T-f\|=\left\|F_{n} f-f\right\| \quad \text { for } n \rightarrow \infty
$$

and with respect to the maximum norm $\|\cdot\|_{\infty}$. To this end, we first show for continuous functions $f \in \mathscr{C}_{2 \pi}$ convergence of $F_{n} f$ to $f$ with respect to $\|\cdot\|$, and then we prove convergence rates, for $f \in \mathscr{C}_{2 \pi}^{k}, k \in \mathbb{N}_{0}$, of the form

$$
\eta\left(f, \mathcal{T}_{n}\right)=o\left(n^{-k}\right) \quad \text { for } n \rightarrow \infty
$$

Finally, we analyze the uniform convergence of Fourier partial sums, i.e., we study the asymptotic behaviour of the distances

$$
\left\|F_{n} f-f\right\|_{\infty} \quad \text { for } n \rightarrow \infty
$$

In this chapter, we prove the following classical results of approximation:

- The Weierstrass theorem, according to which any function $f \in \mathscr{C}_{2 \pi}$ can, w.r.t. $\|\cdot\|_{\infty}$, be approximated arbitrarily well by trigonometric polynomials.
- The Jackson inequalities, which allow us to quantify the asymptotic behaviour of the minimal distances

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right):=\inf _{T \in \mathcal{T}_{n}}\|T-f\|_{\infty} \quad \text { for } n \rightarrow \infty
$$

Likewise, we will also discuss the algebraic case for the approximation to $f \in \mathscr{C}[a, b]$ by partial sums $P_{n} f$ from $\mathcal{P}_{n}$.

### 6.1 The Weierstrass Theorem

We analyze the following two fundamental questions of approximation:
Question 1: Can we approximate any function $f \in \mathscr{C}[a, b]$ on a compact interval $[a, b] \subset \mathbb{R}$ with respect to $\|\cdot\|_{\infty}$ arbitrarily well by algebraic polynomials?
Question 2: Can we approximate any continuous $2 \pi$-periodic function $f \in \mathscr{C}_{2 \pi}$ with respect to $\|\cdot\|_{\infty}$ arbitrarily well by trigonometric polynomials?

Not too surprisingly, the two questions are related. In fact, a positive answer to both questions was given already in 1885 by Weierstrass ${ }^{1}$, who also discovered the intrinsic relation between the two problems of these questions. As we show in this section, the answer to the trigonometric case (Question 2) can be concluded from the solution for the algebraic case (Question 1). The solutions given by Weierstrass were celebrated as the birth of approximation.

In the following discussion, we will be more precise about the above two questions. To this end, we need only a few preparations.

Definition 6.1. Let $\mathcal{F}$ be a normed linear space with norm $\|\cdot\|$. Then a subset $\mathcal{S} \subset \mathcal{F}$ is said to lie dense in $\mathcal{F}$ with respect to $\|\cdot\|$, if there exists, for any $f \in \mathcal{F}$ and any $\varepsilon>0$, an element $s \equiv s(f, \varepsilon) \in \mathcal{S}$ satisfying

$$
\|s-f\|<\varepsilon
$$

Now we can give a more concise formulation for the above two questions.

- Are the algebraic polynomials $\mathcal{P}$ dense in $\mathscr{C}[a, b]$ with respect to $\|\cdot\|_{\infty}$ ?
- Are the trigonometric polynomials $\mathcal{T}$ dense in $\mathscr{C}_{2 \pi}$ with respect to $\|\cdot\|_{\infty}$ ?

Remark 6.2. If $\mathcal{S} \subset \mathcal{F}$ is dense in $\mathcal{F}$ with respect to $\|\cdot\|$, then the topological closure $\overline{\mathcal{S}}$ of $\mathcal{S}$ (with respect to $\|\cdot\|$ ) coincides with $\mathcal{F}$, i.e.,

$$
\overline{\mathcal{S}}=\mathcal{F},
$$

or, in other words: For any $f \in \mathcal{F}$, there is a convergent sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{S}$ with limit $f$, so that $\left\|s_{n}-f\right\| \longrightarrow 0$ for $n \rightarrow \infty$.

Remark 6.3. For a linear subspace $\mathcal{S} \subset \mathcal{F}, \mathcal{S} \neq \mathcal{F}$, Definition 6.1 does only make sense, if $\mathcal{S}$ is infinite-dimensional. Otherwise, if $\mathcal{S} \neq \mathcal{F}$ is only finitedimensional, then there is, according to Corollary 3.8 , for any $f \in \mathcal{F} \backslash \mathcal{S}$ a best approximation $s^{*} \in \mathcal{S}$ to $f$ at a positive minimal distance $\eta(f, \mathcal{S})>0$, i.e., $f$ cannot be approximated arbitrarily well by elements from $\mathcal{S}$, since the closest distance between $f$ and $\mathcal{S}$ is $\eta(f, \mathcal{S})$. In this case, $\mathcal{S}$ is not dense in $\mathcal{F}$.

[^32]Example 6.4. The set $\mathbb{Q}$ of rational numbers is dense in the set $\mathbb{R}$ of real numbers with respect to the absolute-value function $|\cdot|$.

Now let us turn to the Weierstrass theorems, for which there exist many different proofs (see, e.g. [33]). Our constructive proof for the algebraic case of the Weierstrass theorem relies on a classical account via Korovkin sequences.

Definition 6.5. A sequence $\left(K_{n}\right)_{n \in \mathbb{N}}$ of linear and monotone operators $K_{n}: \mathscr{C}[a, b] \longrightarrow \mathscr{C}[a, b]$ is called $a$ Korovkin $^{2}$ sequence on $\mathscr{C}[a, b]$, if

$$
\lim _{n \rightarrow \infty}\left\|K_{n} p-p\right\|_{\infty}=0 \quad \text { for all } p \in \mathcal{P}_{2}
$$

To further explain the utilized terminology, we recall a standard characterization for monotone linear operators.

Remark 6.6. A linear operator $K: \mathscr{C}[a, b] \longrightarrow \mathscr{C}[a, b]$ is monotone on $\mathscr{C}[a, b]$, if and only if $K$ is positive on $\mathscr{C}[a, b]$, i.e., the following two statements are equivalent.
(a) For any $f, g \in \mathscr{C}[a, b]$ satisfying $f \leq g$, we have $K f \leq K g$;
(b) For any $f \in \mathscr{C}[a, b]$ satisfying $f \geq 0$, we have $K f \geq 0$;
where all inequalities in (a) and (b) are taken pointwise on $[a, b]$.
Next, we study an important special case for a Korovkin sequence. To this end, we restrict ourselves to the continuous functions $\mathscr{C}[0,1]$ on the unit interval $[0,1]$. This is without loss of generality, since otherwise, i.e., for any other compact interval $[a, b] \subset \mathbb{R}$, we may apply the affine-linear mapping $x \longmapsto(x-a) /(b-a)$, for $x \in[a, b]$.

Now we consider the Bernstein ${ }^{3}$ polynomials

$$
\begin{equation*}
\beta_{j}^{(n)}(x)=\binom{n}{j} x^{j}(1-x)^{n-j} \in \mathcal{P}_{n} \quad \text { for } 0 \leq j \leq n . \tag{6.1}
\end{equation*}
$$

Let us note a few elementary properties of Bernstein polynomials.
Remark 6.7. The Bernstein polynomials $\beta_{0}^{(n)}, \ldots, \beta_{n}^{(n)} \in \mathcal{P}_{n}$, for $n \in \mathbb{N}_{0}$,
(a) form a basis for the polynomial space $\mathcal{P}_{n}$,
(b) are positive on $[0,1]$, i.e., $\beta_{j}^{(n)}(x) \geq 0$ for all $x \in[0,1]$,
(c) are on $[0,1]$ a partition of unity, i.e.,

$$
\sum_{j=0}^{n} \beta_{j}^{(n)}(x)=1 \quad \text { for all } x \in[0,1]
$$

[^33]Note that property (c) holds by the binomial theorem, whereas properties (a) and (b) can be verified by elementary calculations (cf. Exercise 6.83).

By using the Bernstein polynomials in (6.1) we can make an important example for monotone linear operators on $\mathscr{C}[0,1]$.

Definition 6.8. For $n \in \mathbb{N}$, the Bernstein operator $B_{n}: \mathscr{C}[0,1] \longrightarrow \mathcal{P}_{n}$ is defined as

$$
\begin{equation*}
\left(B_{n} f\right)(x)=\sum_{j=0}^{n} f(j / n) \beta_{j}^{(n)}(x) \quad \text { for } f \in \mathscr{C}[0,1] \tag{6.2}
\end{equation*}
$$

where $\beta_{0}^{(n)}, \ldots, \beta_{n}^{(n)} \in \mathcal{P}_{n}$ are the Bernstein polynomials in (6.1).
The Bernstein operators $B_{n}$ are obviously linear on $\mathscr{C}[0,1]$. By the positivity of the Bernstein polynomials $\beta_{j}^{(n)}$, Remark 6.7 (b), the Bernstein operators $B_{n}$ are, moreover, positive (and therefore monotone) on $\mathscr{C}[0,1]$. We note yet another elementary property of the operators $B_{n}$.

Remark 6.9. The Bernstein operators $B_{n}: \mathscr{C}[0,1] \longrightarrow \mathcal{P}_{n}$ in (6.2) are bounded on $\mathscr{C}[0,1]$ with respect to $\|\cdot\|_{\infty}$, since for any $f \in \mathscr{C}[0,1]$, we have

$$
\left\|B_{n} f\right\|_{\infty}=\left\|\sum_{j=0}^{n} f(j / n) \beta_{j}^{(n)}(x)\right\|_{\infty} \leq\|f\|_{\infty}\left\|\sum_{j=0}^{n} \beta_{j}^{(n)}(x)\right\|_{\infty}=\|f\|_{\infty}
$$

and so

$$
\left\|B_{n} f\right\|_{\infty} \leq\|f\|_{\infty} \quad \text { for all } f \in \mathscr{C}[0,1] .
$$

In particular, by transferring the result of Theorem 3.45 from linear functionals to linear operators, we can conclude that the Bernstein operators $B_{n}: \mathscr{C}[0,1] \longrightarrow \mathcal{P}_{n}$ are continuous on $\mathscr{C}[0,1]$.

Now we prove the Korovkin property for the Bernstein operators.
Theorem 6.10. The sequence of Bernstein operators $B_{n}: \mathscr{C}[0,1] \longrightarrow \mathcal{P}_{n}$, for $n \in \mathbb{N}$, is a Korovkin sequence on $\mathscr{C}[0,1]$.

Proof. The Bernstein operators $B_{n}, n \in \mathbb{N}$, reproduce linear polynomials. Indeed, on the one hand, we have $B_{n} 1 \equiv 1$, for all $n \in \mathbb{N}$, by the partition of unity, according to Remark 6.7 (c). On the other hand, we find for $p_{1}(x)=x$ the identity $B_{n} p_{1}=p_{1}$, for any $n \in \mathbb{N}$, since we get

$$
\begin{aligned}
\left(B_{n} p_{1}\right)(x) & =\sum_{j=0}^{n} \frac{j}{n}\binom{n}{j} x^{j}(1-x)^{n-j}=\sum_{j=1}^{n}\binom{n-1}{j-1} x^{j}(1-x)^{n-j} \\
& =x \sum_{j=0}^{n-1}\binom{n-1}{j} x^{j}(1-x)^{n-j-1}=x
\end{aligned}
$$

According to Definition 6.5, it remains to show the uniform convergence

$$
\lim _{n \rightarrow \infty}\left\|B_{n} p_{2}-p_{2}\right\|_{\infty}=0
$$

for the quadratic monomial $p_{2}(x)=x^{2}$. To this end, we apply the Bernstein operators $B_{n}$ to the sequence of functions

$$
f_{n}(x)=x^{2} \frac{n}{n-1}-\frac{x}{n-1} \in \mathcal{P}_{2} \quad \text { for } n \geq 2
$$

where for $n \geq 2$ we have

$$
\begin{aligned}
\left(B_{n} f_{n}\right)(x) & =\sum_{j=0}^{n}\binom{n}{j}\left(\frac{j^{2}}{n^{2}} \frac{n}{n-1}-\frac{j}{n(n-1)}\right) x^{j}(1-x)^{n-j} \\
& =\sum_{j=0}^{n} \frac{n!}{(n-j)!j!} \frac{j(j-1)}{n(n-1)} x^{j}(1-x)^{n-j} \\
& =\sum_{j=2}^{n} \frac{(n-2)!}{(n-j)!(j-2)!} x^{j}(1-x)^{n-j} \\
& =x^{2} \sum_{j=0}^{n-2}\binom{n-2}{j} x^{j}(1-x)^{n-j-2}=p_{2}(x)
\end{aligned}
$$

Together with the boundedness of the Bernstein operators $B_{n}$ (according to Remark 6.9), this finally implies

$$
\left\|B_{n} p_{2}-p_{2}\right\|_{\infty}=\left\|B_{n}\left(p_{2}-f_{n}\right)\right\|_{\infty} \leq\left\|p_{2}-f_{n}\right\|_{\infty}
$$

whereby through $\left\|p_{2}-f_{n}\right\|_{\infty} \longrightarrow 0$, for $n \rightarrow \infty$, the statement is proven.
The following result of Korovkin is of fundamental importance.
Theorem 6.11. (Korovkin, 1953). For a compact interval $[a, b] \subset \mathbb{R}$, let $\left(K_{n}\right)_{n \in \mathbb{N}}$ be a Korovkin sequence on $\mathscr{C}[a, b]$. Then, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|K_{n} f-f\right\|_{\infty}=0 \quad \text { for all } f \in \mathscr{C}[a, b] \tag{6.3}
\end{equation*}
$$

Proof. Suppose $f \in \mathscr{C}[a, b]$. Then, $f$ is bounded on $[a, b]$, i.e., there is some $M>0$ with $\|f\|_{\infty} \leq M$. Moreover, $f$ is uniformly continuous on the compact interval $[a, b]$, i.e., for any $\varepsilon>0$ there is some $\delta>0$ satisfying

$$
|x-y|<\delta \quad \Longrightarrow \quad|f(x)-f(y)|<\varepsilon / 2 \quad \text { for all } x, y \in[a, b] .
$$

Now let $t \in[a, b]$ be fixed. Then, we have for $x \in[a, b]$ the two estimates

$$
\begin{aligned}
& f(x)-f(t) \leq \frac{\varepsilon}{2}+2 M\left(\frac{x-t}{\delta}\right)^{2}=\frac{\varepsilon}{2}+\frac{2 M}{\delta^{2}}\left[x^{2}-2 x t+t^{2}\right] \\
& f(x)-f(t) \geq-\frac{\varepsilon}{2}-2 M\left(\frac{x-t}{\delta}\right)^{2}=-\frac{\varepsilon}{2}-\frac{2 M}{\delta^{2}}\left[x^{2}-2 x t+t^{2}\right]
\end{aligned}
$$

where $\varepsilon, \delta$ and $M$ are independent of $x$. If we apply the linear and monotone operator $K_{n}$, for $n \in \mathbb{N}$, to both sides of these inequalities (with respect to variable $x$ ), then this implies

$$
\begin{aligned}
& \left(K_{n} f\right)(x)-f(t)\left(K_{n} 1\right)(x) \leq \\
& \quad \frac{\varepsilon}{2}\left(K_{n} 1\right)(x)+\frac{2 M}{\delta^{2}}\left[\left(K_{n} x^{2}\right)(x)-2 t\left(K_{n} x\right)(x)+t^{2}\left(K_{n} 1\right)(x)\right] \\
& \left(K_{n} f\right)(x)-f(t)\left(K_{n} 1\right)(x) \geq \\
& \quad-\frac{\varepsilon}{2}\left(K_{n} 1\right)(x)-\frac{2 M}{\delta^{2}}\left[\left(K_{n} x^{2}\right)(x)-2 t\left(K_{n} x\right)(x)+t^{2}\left(K_{n} 1\right)(x)\right]
\end{aligned}
$$

for all $x \in[a, b]$. Therefore, we have the estimate

$$
\begin{align*}
& \left|\left(K_{n} f\right)(x)-f(t)\left(K_{n} 1\right)(x)\right| \leq \\
& \quad \frac{\varepsilon}{2}\left|\left(K_{n} 1\right)(x)\right|+\frac{2 M}{\delta^{2}}\left|\left(K_{n} x^{2}\right)(x)-2 t\left(K_{n} x\right)(x)+t^{2}\left(K_{n} 1\right)(x)\right| . \tag{6.4}
\end{align*}
$$

By assumption, there is for any $\tilde{\varepsilon}>0$ some $N \equiv N(\tilde{\varepsilon}) \in \mathbb{N}$ satisfying

$$
\left\|\left(K_{n} x^{k}\right)-x^{k}\right\|_{\infty}<\tilde{\varepsilon} \quad \text { for } k=0,1,2,
$$

for all $n \geq N$. This in particular implies

$$
\begin{equation*}
\left|\left(K_{n} 1\right)(x)\right| \leq\left\|K_{n} 1\right\|_{\infty}=\left\|\left(K_{n} 1-1\right)+1\right\|_{\infty} \leq \tilde{\varepsilon}+1 \tag{6.5}
\end{equation*}
$$

as well as

$$
\begin{align*}
& \left|\left(K_{n} x^{2}\right)(x)-2 t\left(K_{n} x\right)(x)+t^{2}\left(K_{n} 1\right)(x)\right|= \\
& \quad\left|\left(\left(K_{n} x^{2}\right)(x)-x^{2}\right)-2 t\left(\left(K_{n} x\right)(x)-x\right)+t^{2}\left(\left(K_{n} 1\right)(x)-1\right)+x^{2}-2 t x+t^{2}\right| \\
& \quad \leq \tilde{\varepsilon}\left(1+2|t|+t^{2}\right)+(x-t)^{2} \tag{6.6}
\end{align*}
$$

for all $n \geq N$. From (6.4), (6.5) and (6.6), we obtain the estimate

$$
\begin{aligned}
\left|\left(K_{n} f\right)(x)-f(t)\right| & \leq\left|\left(K_{n} f\right)(x)-f(t)\left(K_{n} 1\right)(x)\right|+\left|f(t)\left(K_{n} 1\right)(x)-f(t)\right| \\
& \leq \frac{\varepsilon}{2}(\tilde{\varepsilon}+1)+\frac{2 M}{\delta^{2}}\left[\tilde{\varepsilon}\left(1+2|t|+t^{2}\right)+(x-t)^{2}\right]+M \tilde{\varepsilon},
\end{aligned}
$$

where for $x=t$, the inequality

$$
\begin{equation*}
\left|\left(K_{n} f\right)(t)-f(t)\right| \leq \frac{\varepsilon}{2}(\tilde{\varepsilon}+1)+\frac{2 M}{\delta^{2}}\left[\tilde{\varepsilon}\left(1+2|t|+t^{2}\right)\right]+M \tilde{\varepsilon} \tag{6.7}
\end{equation*}
$$

follows for all $n \geq N$.
Now the right hand side in (6.7) can uniformly be bounded from above by an arbitrarily small $\hat{\varepsilon}>0$, so that we have, for some $N \equiv N(\hat{\varepsilon}) \in \mathbb{N}$,

$$
\left\|K_{n} f-f\right\|_{\infty}<\hat{\varepsilon} \quad \text { for all } n \geq N .
$$

This proves the uniform convergence in (6.3), as stated.

Now we can prove the density theorem of Weierstrass.

## Corollary 6.12. (Weierstrass theorem for algebraic polynomials).

The algebraic polynomials $\mathcal{P}$ are, w.r.t. the maximum norm $\|\cdot\|_{\infty}$ on a compact interval $[a, b] \subset \mathbb{R}$, dense in $\mathscr{C}[a, b]$. In particular, any $f \in \mathscr{C}[a, b]$ can, w.r.t. $\|\cdot\|_{\infty}$, be approximated arbitrarily well by algebraic polynomials, i.e., for any $f \in \mathscr{C}[a, b]$ and $\varepsilon>0$, there is a polynomial $p \in \mathcal{P}$ satisfying

$$
\|p-f\|_{\infty}<\varepsilon
$$

Proof. We use the Bernstein operators $\left(B_{n}\right)_{n \in \mathbb{N}}$, which are a Korovkin sequence on $\mathscr{C}[0,1]$. Suppose $f \in \mathscr{C}[0,1]$ and $\varepsilon>0$. Then, according to the Korovkin theorem, there is one $n \equiv n(\varepsilon) \in \mathbb{N}$, satisfying $\left\|B_{n} f-f\right\|_{\infty}<\varepsilon$. By $p=B_{n} f \in \mathcal{P}_{n} \subset \mathcal{P}$, the statement follows immediately from Theorem 6.11.

Note that the Weierstrass theorem gives a positive answer to Question 1, as posed at the outset of this section. Next, we specialize the density theorem of Weierstrass, Corollary 6.12, to even (or odd) functions.

Corollary 6.13. Any even continuous function $f \in \mathscr{C}[-1,1]$ can, w.r.t. the norm $\|\cdot\|_{\infty}$, be approximated arbitrarily well by an even algebraic polynomial.

Likewise, any odd continuous function $f \in \mathscr{C}[-1,1]$ can, with respect to $\|\cdot\|_{\infty}$, be approximated arbitrarily well by an odd algebraic polynomial.

Proof. Let $f \in \mathscr{C}[-1,1]$ be even and $\varepsilon>0$. Then, due to the Weierstrass theorem, Corollary 6.12, and Proposition 3.42, there is an even algebraic polynomial $p \in \mathcal{P}$ satisfying $\|p-f\|_{\infty}<\varepsilon$. Likewise, for odd $f \in \mathscr{C}[-1,1]$, the second statement follows by similar arguments (cf. Exercise 3.73).

Now from our observations in Corollary 6.13, we wish to conclude a corresponding density result for the case of trigonometric polynomials $\mathcal{T} \subset \mathscr{C}_{2 \pi}$. In preparation, we first prove two lemmas.
Lemma 6.14. The linear space of real-valued trigonometric polynomials

$$
\mathcal{T}=\operatorname{span}_{\mathbb{R}}\left\{\frac{1}{\sqrt{2}}, \cos (j x), \sin (j x) \mid j \in \mathbb{N}\right\}
$$

is a unital commutative algebra over $\mathbb{R}$. In particular, $\mathcal{T}$ is closed under the multiplication, i.e., the product of two real-valued trigonometric polynomials is a real-valued trigonometric polynomial.

Proof. The statement follows directly from the trigonometric addition formulas, in particular from the representations (4.16)-(4.18), for $j, k \in \mathbb{Z}$, i.e.,

$$
\begin{aligned}
2 \cos (j x) \cos (k x) & =\cos ((j-k) x)+\cos ((j+k) x) \\
2 \sin (j x) \sin (k x) & =\cos ((j-k) x)-\cos ((j+k) x) \\
2 \sin (j x) \cos (k x) & =\sin ((j-k) x)+\sin ((j+k) x) .
\end{aligned}
$$

The remaining properties for a unital commutative algebra $\mathcal{T}$ are trivial.

Remark 6.15. Let $p \in \mathcal{P}$ be an algebraic polynomial. Then,

$$
p(\sin (j x) \cos (k x)) \in \mathcal{T} \quad \text { for } j, k \in \mathbb{N}_{0}
$$

is a trigonometric polynomial. Moreover, every trigonometric polynomial

$$
p(\cos (k x)) \in \mathcal{T} \quad \text { for } k \in \mathbb{N}_{0}
$$

is an even function.
We now show that the even trigonometric polynomials are, with respect to the maximum norm $\|\cdot\|_{\infty}$, dense in $\mathscr{C}[0, \pi]$.

Lemma 6.16. For any $f \in \mathscr{C}[0, \pi]$ and $\varepsilon>0$, there is one even trigonometric polynomial $T_{g} \in \mathcal{T}$ satisfying

$$
\left\|T_{g}-f\right\|_{\infty}<\varepsilon .
$$

Proof. Suppose $f \in \mathscr{C}[0, \pi]$. Then, $g(t)=f(\arccos (t)) \in \mathscr{C}[-1,1]$. Therefore, according to the Weierstrass theorem, Corollary 6.12, there is one algebraic polynomial $p \in \mathcal{P}$ satisfying $\|p-g\|_{\infty,[-1,1]}<\varepsilon$. This implies

$$
\|p(\cos (\cdot))-f\|_{\infty,[0, \pi]}=\|p-g\|_{\infty,[-1,1]}<\varepsilon
$$

with the (bijective) variable transformation $x=\arccos (t)$, or, $t=\cos (x)$. Letting $T_{g}(x)=p(\cos (x)) \in \mathcal{T}$, our proof is complete.

Now we transfer the Weierstrass theorem for algebraic polynomials, Corollary 6.12 , to the case of trigonometric polynomials. To this end, we consider the linear space $\mathscr{C}_{2 \pi} \subset \mathscr{C}(\mathbb{R})$ of all continuous $2 \pi$-periodic target functions. Due to the periodicity of the elements in $\mathscr{C}_{2 \pi}$, we can restrict ourselves to the compact interval $[0,2 \pi]$.

This results in the formulation of the Weierstrass density theorem.
Corollary 6.17. (Weierstrass theorem for the trigonometric case). The trigonometric polynomials $\mathcal{T}$ are, w.r.t. the maximum norm $\|\cdot\|_{\infty}$, dense in $\mathscr{C}_{2 \pi}$. In particular, any function $f \in \mathscr{C}_{2 \pi}$ can, w.r.t. $\|\cdot\|_{\infty}$, be approximated arbitrarily well by trigonometric polynomials, i.e., for any $f \in \mathscr{C}_{2 \pi}$ and $\varepsilon>0$ there is a trigonometric polynomial $T_{f} \in \mathcal{T}$ satisfying $\left\|T_{f}-f\right\|_{\infty}<\varepsilon$.

Proof. Any $f \in \mathscr{C}_{2 \pi}$ can be decomposed as a sum

$$
f(x)=\frac{1}{2}(f(x)+f(-x))+\frac{1}{2}(f(x)-f(-x))=f_{e}(x)+f_{o}(x)
$$

of an even function $f_{e} \in \mathscr{C}_{2 \pi}$ and an odd function $f_{o} \in \mathscr{C}_{2 \pi}$. Now the two even functions

$$
f_{e}(x) \quad \text { and } \quad g_{e}(x)=\sin (x) f_{o}(x)
$$

can be approximated arbitrarily well on $[0, \pi]$ by even trigonometric polynomials $T_{f_{e}}, T_{g_{e}} \in \mathcal{T}$, so that we have

$$
\begin{aligned}
\left\|T_{f_{e}}-f_{e}\right\|_{\infty} & =\left\|T_{f_{e}}-f_{e}\right\|_{\infty,[-\pi, \pi]} \\
\left\|T_{g_{e}}-g_{e}\right\|_{\infty} & =\left\|T_{f_{e}}-f_{e}\right\|_{\infty,[0, \pi]}<g_{e}\left\|_{\infty,[-\pi, \pi]}=\right\| T_{g_{e}}-g_{e} \|_{\infty,[0, \pi]}<\varepsilon / 4
\end{aligned}
$$

Therefore, we have, everywhere on $\mathbb{R}$, the representations

$$
f_{e}=T_{f_{e}}+\eta_{f_{e}} \quad \text { and } \quad g_{e}=T_{g_{e}}+\eta_{g_{e}}
$$

with (even) error functions $\eta_{f_{e}}, \eta_{g_{e}} \in \mathscr{C}_{2 \pi}$, where $\left\|\eta_{f_{e}}\right\|_{\infty},\left\|\eta_{g_{e}}\right\|_{\infty}<\varepsilon / 4$. From these two representations, we obtain the identity

$$
\begin{aligned}
\sin ^{2}(x) f(x) & =\sin ^{2}(x)\left(f_{e}(x)+f_{o}(x)\right) \\
& =\sin ^{2}(x) T_{f_{e}}(x)+\sin (x) T_{g_{e}}(x)+\sin ^{2}(x) \eta_{f_{e}}(x)+\sin (x) \eta_{g_{e}}(x) \\
& =T_{f}^{s}(x)+\eta_{f}^{s}(x)
\end{aligned}
$$

where

$$
\begin{aligned}
T_{f}^{s}(x) & =\sin ^{2}(x) T_{f_{e}}(x)+\sin (x) T_{g_{e}}(x) \in \mathcal{T} \\
\eta_{f}^{s}(x) & =\sin ^{2}(x) \eta_{f_{e}}(x)+\sin (x) \eta_{g_{e}}(x) \quad \text { with }\left\|\eta_{f}^{s}\right\|_{\infty}<\varepsilon / 2
\end{aligned}
$$

Using similar arguments we can derive, for the phase-shifted function

$$
\tilde{f}(x)=f(x+\pi / 2) \in \mathscr{C}_{2 \pi}
$$

a representation of the form

$$
\sin ^{2}(x) \tilde{f}(x)=T_{\tilde{f}}^{s}(x)+\eta_{\tilde{f}}^{s}(x) \quad \text { with }\left\|\eta_{\tilde{f}}^{s}\right\|_{\infty}<\varepsilon / 2
$$

with $T_{\tilde{f}}^{s} \in \mathcal{T}$, so that after reversion of the translation $x \longmapsto x-\pi / 2$, we have
$\cos ^{2}(x) f(x)=T_{\tilde{f}}^{s}(x-\pi / 2)+\eta_{\tilde{f}}^{s}(x-\pi / 2)=T_{f}^{c}(x)+\eta_{f}^{c}(x)$ with $\left\|\eta_{f}^{c}\right\|_{\infty}<\varepsilon / 2$,
where $T_{f}^{c}(x) \in \mathcal{T}$. By summation of the two representations for $f$, we obtain by
$f(x)=T_{f}^{s}(x)+T_{f}^{c}(x)+\eta_{f}^{s}(x)+\eta_{f}^{c}(x)=T_{f}(x)+\eta_{f}(x) \quad$ with $\left\|\eta_{f}\right\|_{\infty}<\varepsilon$
the stated estimate

$$
\left\|T_{f}-f\right\|_{\infty}<\varepsilon
$$

for the so constructed trigonometric polynomial $T_{f}=T_{f}^{s}+T_{f}^{c} \in \mathcal{T}$.
This gives a positive answer to Question 2 from the outset of this section.
Finally, we remark that the maximum norm $\|\cdot\|_{\infty}$ is in the following sense stronger than any $p$-norm $\|\cdot\|_{p}, 1 \leq p<\infty$.

Corollary 6.18. The algebraic polynomials $\mathcal{P}$ are, w.r.t. any p-norm $\|\cdot\|_{p}$, $1 \leq p<\infty$, and for compact $[a, b] \subset \mathbb{R}$, dense in $\mathscr{C}[a, b]$. Likewise, the trigonometric polynomials $\mathcal{T}$ are, w.r.t. $\|\cdot\|_{p}$, dense in $\mathscr{C}_{2 \pi}$ for all $1 \leq p<\infty$.

Proof. For $f \in \mathscr{C}[a, b]$ and $\varepsilon>0$ there is one $p \in \mathcal{P}$ satisfying $\|p-f\|_{\infty}<\varepsilon$. This immediately implies the estimate
$\|p-f\|_{p}^{p}=\int_{a}^{b}|p(x)-f(x)|^{p} \mathrm{~d} x \leq(b-a)\|p-f\|_{\infty}^{p}<(b-a) \varepsilon^{p} \quad$ for $1 \leq p<\infty$,
i.e., any $f \in \mathscr{C}[a, b]$ can, w.r.t. $\|\cdot\|_{p}$, be approximated arbitrarily well by algebraic polynomials. The case of trigonometric polynomials $\mathcal{T}$, i.e., the second statement, can be covered by using similar arguments.

Remark 6.19. Corollary 6.18 states that convergence in the maximum norm $\|\cdot\|_{\infty}$ implies convergence in any $p$-norm $\|\cdot\|_{p}, 1 \leq p<\infty$. The converse, however, does not hold in general. In this sense, the maximum norm $\|\cdot\|_{\infty}$ is the strongest among all $p$-norms, for $1 \leq p \leq \infty$.

A corresponding statement holds for weighted Euclidean norms.
Corollary 6.20. Let $w:(a, b) \longrightarrow(0, \infty)$ be a continuous and integrable weight function, so that $w$ defines on $\mathscr{C}[a, b]$, for compact $[a, b] \subset \mathbb{R}$, the inner product

$$
\begin{equation*}
(f, g)_{w}=\int_{a}^{b} f(x) g(x) w(x) \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}[a, b] \tag{6.8}
\end{equation*}
$$

and the Euclidean norm $\|\cdot\|_{w}=(\cdot, \cdot)_{w}^{1 / 2}$. Then, any function $f \in \mathscr{C}[a, b]$ can, w.r.t. $\|\cdot\|_{w}$, be approximated arbitrarily well by algebraic polynomials, i.e., the polynomial space $\mathcal{P}$ is, with respect to $\|\cdot\|_{w}$, dense in $\mathscr{C}[a, b]$.

Proof. For $f \in \mathscr{C}[a, b]$, we have

$$
\|f\|_{w}^{2}=\int_{a}^{b}|f(x)|^{2} w(x) \mathrm{d} x \leq\|f\|_{\infty}^{2} \int_{a}^{b} w(x) \mathrm{d} x=C_{w}\|f\|_{\infty}^{2}
$$

where $C_{w}=\|1\|_{w}<\infty$. Now let $\varepsilon>0$ and $p \in \mathcal{P}$ with $\|p-f\|_{\infty}<\varepsilon / \sqrt{C_{w}}$. Then,

$$
\|p-f\|_{w} \leq \sqrt{C_{w}}\|p-f\|_{\infty}<\varepsilon
$$

i.e., $f$ can, with respect to $\|\cdot\|_{w}$, be approximated arbitrarily well by $p \in \mathcal{P}$.

### 6.2 Complete Orthogonal Systems and Riesz Bases

We recall the notion and properties of orthogonal (and orthonormal) systems from Section 4.2. In the following discussion, we consider a Euclidean space $\mathcal{F}$ with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|=(\cdot, \cdot)^{1 / 2}$. Moreover, let $\mathcal{S}_{n} \subset \mathcal{F}$ be a finite-dimensional linear subspace of dimension $\operatorname{dim}\left(\mathcal{S}_{n}\right)=n \in \mathbb{N}$ with an (ordered) orthogonal basis $\left(s_{j}\right)_{j=1}^{n}$ in $\mathcal{S}_{n}$, so that the orthogonality relation

$$
\left(s_{j}, s_{k}\right)=\delta_{j k} \cdot\left\|s_{j}\right\|^{2} \quad \text { for } 1 \leq j, k \leq n
$$

holds. According to Theorem 4.5, the unique best approximation to $f \in \mathcal{F}$ is given by the orthogonal projection

$$
\begin{equation*}
\Pi_{n} f=\sum_{j=1}^{n} \frac{\left(f, s_{j}\right)}{\left\|s_{j}\right\|^{2}} s_{j} \in \mathcal{S}_{n} \tag{6.9}
\end{equation*}
$$

of $f$ onto $\mathcal{S}_{n}$, obtained by the orthogonal projection operator $\Pi_{n}: \mathcal{F} \longrightarrow \mathcal{S}_{n}$.
In the following discussion, we investigate approximation properties of the partial sums $\Pi_{n} f$ in (6.9), where our particular interest is placed on their asymptotic behaviour. To this end, we analyze convergence for the sequence $\left(\Pi_{n} f\right)_{n \in \mathbb{N}}$, for $n \rightarrow \infty$, where we link to our discussion in Section 4.2. On this occasion, we recall the Pythagoras theorem (4.6), the Bessel inequality (4.12), and the Parseval identity (4.10), or, (4.11), according to which we have

$$
\begin{equation*}
\left\|\Pi_{n} f\right\|^{2}=\sum_{j=1}^{n} \frac{\left|\left(f, s_{j}\right)\right|^{2}}{\left\|s_{j}\right\|^{2}} \quad \text { for all } f \in \mathcal{F} \tag{6.10}
\end{equation*}
$$

### 6.2.1 Complete Orthogonal Systems

We wish to transfer our results from Section 4.2 to infinite (countable and ordered) orthogonal systems (and orthonormal systems) $\left(s_{j}\right)_{j \in \mathbb{N}}$ in $\mathcal{F}$. Our first result on this is based on the following characterization.

Theorem 6.21. Let $\left(s_{j}\right)_{j \in \mathbb{N}}$ be an orthogonal system in a Euclidean space $\mathcal{F}$ with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|=(\cdot, \cdot)^{1 / 2}$. Then, the following statements are equivalent.
(a) The span of $\left(s_{j}\right)_{j \in \mathbb{N}}$ is dense in $\mathcal{F}$, i.e., $\mathcal{F}=\overline{\operatorname{span}\left\{s_{j} \mid j \in \mathbb{N}\right\}}$.
(b) For any $f \in \mathcal{F}$ the sequence $\left(\Pi_{n} f\right)_{n \in \mathbb{N}}$ of partial sums $\Pi_{n} f$ in (6.9) converges to $f$ with respect to the norm $\|\cdot\|$, i.e.,

$$
\begin{equation*}
\Pi_{n} f \longrightarrow f \quad \text { for } n \rightarrow \infty \tag{6.11}
\end{equation*}
$$

(c) For any $f \in \mathcal{F}$ we have the Parseval identity

$$
\begin{equation*}
\|f\|^{2}=\sum_{j=1}^{\infty} \frac{\left|\left(f, s_{j}\right)\right|^{2}}{\left\|s_{j}\right\|^{2}} \tag{6.12}
\end{equation*}
$$

Proof. For any $f \in \mathcal{F}$, the $n$-th partial sum $\Pi_{n} f$ is the unique best approximation to $f$ from $\mathcal{S}_{n}=\operatorname{span}\left\{s_{1}, \ldots, s_{n}\right\}$ with respect to $\|\cdot\|$.
$(a) \Rightarrow(b)$ : Suppose for $f \in \mathcal{F}$ and $\varepsilon>0$, there is one $N \in \mathbb{N}$ and $s_{N} \in \mathcal{S}_{N}$ satisfying $\left\|s_{N}-f\right\|<\varepsilon$. Then, we have for $n \geq N$

$$
\left\|\Pi_{n} f-f\right\|=\inf _{s \in \mathcal{S}_{n}}\|s-f\| \leq \inf _{s \in \mathcal{S}_{N}}\|s-f\| \leq\left\|s_{N}-f\right\|<\varepsilon
$$

and so the sequence $\left(\Pi_{n} f\right)_{n \in \mathbb{N}}$ converges, with respect to $\|\cdot\|$, to $f$, i.e.,

$$
\left\|\Pi_{n} f-f\right\| \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

or, in short, $\Pi_{n}(f) \longrightarrow f$ for $n \rightarrow \infty$.
$(b) \Rightarrow(c)$ : Suppose the sequence $\left(\Pi_{n} f\right)_{n \in \mathbb{N}}$ of the partial sums $\Pi_{n} f$ converges to $f \in \mathcal{F}$, so that $\left\|\Pi_{n} f-f\right\| \longrightarrow 0$ for $n \rightarrow \infty$. Then, by the Pythagoras theorem,

$$
\begin{equation*}
\|f\|^{2}=\left\|\Pi_{n} f-f\right\|^{2}+\left\|\Pi_{n} f\right\|^{2} \tag{6.13}
\end{equation*}
$$

in combination with the Parseval identity (6.10) we obtain, for $n \rightarrow \infty$, the representation

$$
\|f\|^{2}=\lim _{n \rightarrow \infty}\left\|\Pi_{n} f\right\|^{2}=\sum_{j=1}^{\infty} \frac{\left|\left(f, s_{j}\right)\right|^{2}}{\left\|s_{j}\right\|^{2}}
$$

$(c) \Rightarrow(a)$ : From the Pythagoras theorem (6.13) and by (6.10), we obtain

$$
\left\|\Pi_{n} f-f\right\|^{2}=\|f\|^{2}-\sum_{j=1}^{n} \frac{\left|\left(f, s_{j}\right)\right|^{2}}{\left\|s_{j}\right\|^{2}} \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

and so there is, for any $\varepsilon>0$, one $N \equiv N(\varepsilon)$ satisfying $\left\|\Pi_{N} f-f\right\|<\varepsilon$.
Definition 6.22. An orthogonal system $\left(s_{j}\right)_{j \in \mathbb{N}}$ satisfying one of the properties (a), (b), or (c) in Theorem 6.21 (and so all three properties), is called a complete orthogonal system in $\mathcal{F}$. The notion of $a$ complete orthonormal system is defined accordingly.

Remark 6.23. For a complete orthogonal system $\left(s_{j}\right)_{j \in \mathbb{N}}$ in $\mathcal{F}$ we have, according to property (b) in Theorem 6.21, the series representation

$$
\begin{equation*}
f=\sum_{j=1}^{\infty} \frac{\left(f, s_{j}\right)}{\left\|s_{j}\right\|^{2}} s_{j} \quad \text { for } f \in \mathcal{F} \tag{6.14}
\end{equation*}
$$

by convergence of $\left(\Pi_{n} f\right)_{n \in \mathbb{N}}$ to $f$ with respect to $\|\cdot\|$. The series in (6.14) is often referred to as (generalized) Fourier series of $f$ with (generalized) Fourier coefficients $\left(f, s_{j}\right) /\left\|s_{j}\right\|^{2}$.

From the equivalence in Theorem 6.21, we can conclude a useful result.

Corollary 6.24. Under the assumptions in Theorem 6.21, we have

$$
\begin{equation*}
\left\|\Pi_{n} f-f\right\|^{2}=\sum_{j=n+1}^{\infty} \frac{\left|\left(f, s_{j}\right)\right|^{2}}{\left\|s_{j}\right\|^{2}} \quad \text { for all } f \in \mathcal{F} \tag{6.15}
\end{equation*}
$$

for the representation of the squared error norm of $\Pi_{n}(f)-f$.
Proof. The representation (6.15) follows from property (c) in Theorem 6.21 by the Pythagoras theorem (6.13) and the Parseval identity (6.10).

By using the Weierstrass density theorems for algebraic and trigonometric polynomials, in Corollaries 6.12 and 6.17 , we can give examples for complete orthogonal systems.

Our first example draws a link to Corollary 6.20.
Example 6.25. Let $w:(a, b) \longrightarrow(0, \infty)$ be a continuous weight function, so that $w$ defines on $\mathscr{C}[a, b]$, for compact $[a, b] \subset \mathbb{R}$, an inner product $(\cdot, \cdot)_{w}$, see (6.8). Moreover, suppose $\left(p_{j}\right)_{j \in \mathbb{N}_{0}}$ is a sequence of orthogonal polynomials with respect to $(\cdot, \cdot)_{w}$ (cf. our construction in Theorem 4.16). Then, $\left(p_{j}\right)_{j \in \mathbb{N}_{0}}$ is a complete orthogonal system in $\mathscr{C}[a, b]$ with respect to the Euclidean norm $\|\cdot\|_{w}=(\cdot, \cdot)_{w}^{1 / 2}$. Indeed, this is because the algebraic polynomials $\mathcal{P}$ are, according to the Weierstrass theorem, Corollary 6.12, dense in $\mathscr{C}[a, b]$ with respect to the maximum norm $\|\cdot\|_{\infty}$, and so, by Corollary $6.20, \mathcal{P}$ is also dense in $\mathscr{C}[a, b]$ with respect to $\|\cdot\|_{w}$.

Next, we prove a useful criterion for the completeness of systems $\left(s_{j}\right)_{j \in \mathbb{N}}$ in Hilbert spaces $\mathcal{F}$, in particular for the completeness of orthogonal systems.

Theorem 6.26. (Completeness criterion). For a system $\left(s_{j}\right)_{j \in \mathbb{N}}$ of elements in a Hilbert space $\mathcal{F}$, the following statements are equivalent.
(a) The system $\left(s_{j}\right)_{j \in \mathbb{N}}$ is complete in $\mathcal{F}$, i.e., $\mathcal{F}=\overline{\operatorname{span}\left\{s_{j} \mid j \in \mathbb{N}\right\}}$.
(b) If $f \in \mathcal{F}$ is orthogonal to all elements $s_{j}$, then $f=0$, i.e., we have the implication

$$
\left(f, s_{j}\right)=0 \text { for all } j \in \mathbb{N} \quad \Longrightarrow \quad f=0
$$

Proof. Without loss of generality, we suppose that $\left(s_{j}\right)_{j \in \mathbb{N}}$ is an orthonormal system in $\mathcal{F}$. Otherwise, we can choose a subsequence $\left(s_{j_{k}}\right)_{k \in \mathbb{N}}$ of linearly independent elements, which we then orthonormalize (as in the Gram-Schmidt algorithm, Algorithm 4). In the following, we use the notation

$$
\mathcal{S}:=\overline{\operatorname{span}\left\{s_{j} \mid j \in \mathbb{N}\right\}} \subset \mathcal{F}
$$

for the closure of $\operatorname{span}\left\{s_{j} \mid j \in \mathbb{N}\right\}$ in $\mathcal{F}$ and, moreover,

$$
\mathcal{S}^{\perp}:=\{u \in \mathcal{F} \mid(u, s)=0 \text { for all } s \in \mathcal{S}\} \subset \mathcal{F}
$$

for the orthogonal complement of $\mathcal{S}$ in $\mathcal{F}$, so that $\mathcal{F}=\mathcal{S} \oplus \mathcal{S}^{\perp}$.
$(a) \Rightarrow(b)$ : Let $\left(s_{j}\right)_{j \in \mathbb{N}}$ be complete in $\mathcal{F}$. Then, the Parseval identity (6.12) holds according to Theorem 6.21. From this, we see that $\left(f, s_{j}\right)=0$, for all $j \in \mathbb{N}$, implies $\|f\|=0$, and so $f=0$.
$(b) \Rightarrow(a)$ : Let $f \in \mathcal{F}$ satisfy $\left(f, s_{j}\right)=0$ for all $j \in \mathbb{N}$. In this case, we have $f \in \mathcal{S}^{\perp}$ by the linearity and the continuity of the inner product. Conversely, for $f \in \mathcal{S}^{\perp}$ the orthogonality relation $\left(f, s_{j}\right)=0$ holds for all $j \in \mathbb{N}$. Therefore, $f$ is contained in $\mathcal{S}^{\perp}$, if and only if $\left(f, s_{j}\right)=0$ for all $j \in \mathbb{N}$. With the assumed implication in (b), we have $\mathcal{S}^{\perp}=\{0\}$ and so $\mathcal{S}=\mathcal{F}$.

### 6.2.2 Riesz Bases and Frames

Next, we extend the concept of complete orthonormal systems. To this end, we fix a Hilbert space $\mathcal{F}$ with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|=(\cdot, \cdot)^{1 / 2}$. In the following discussion, we regard systems $\left(s_{n}\right)_{n \in \mathbb{Z}}$ with the bi-infinite index set $\mathbb{Z}$. Recall that for a complete orthonormal system $\left(s_{n}\right)_{n \in \mathbb{Z}}$ in $\mathcal{F}$, we have, for any $f \in \mathcal{F}$, the series representation

$$
f=\sum_{n \in \mathbb{Z}}\left(f, s_{n}\right) s_{n}
$$

according to Remark 6.23. Moreover, the Parseval identity in (6.12) holds, which we represent as

$$
\begin{equation*}
\|f\|=\left\|\left(\left(f, s_{n}\right)\right)_{n \in \mathbb{Z}}\right\|_{\ell^{2}}, \tag{6.16}
\end{equation*}
$$

where $\ell^{2}$ denotes the linear space of all square summable sequences with indices in $\mathbb{Z}$ (cf. Remark 3.15).

Definition 6.27. A system $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ of elements in a Hilbert space $\mathcal{F}$ is called a Riesz ${ }^{4}$ basis of $\mathcal{F}$, if the following properties are satisfied.
(a) The span of $\mathcal{B}$ is dense in $\mathcal{F}$, i.e.,

$$
\begin{equation*}
\mathcal{F}=\overline{\operatorname{span}\left\{u_{n} \mid n \in \mathbb{Z}\right\}} \tag{6.17}
\end{equation*}
$$

(b) There are constants $0<A \leq B<\infty$ satisfying

$$
\begin{equation*}
A\|c\|_{\ell^{2}}^{2} \leq\left\|\sum_{n \in \mathbb{Z}} c_{n} u_{n}\right\|^{2} \leq B\|c\|_{\ell^{2}}^{2} \quad \text { for all } c=\left(c_{n}\right)_{n \in \mathbb{Z}} \in \ell^{2} \tag{6.18}
\end{equation*}
$$

For a Riesz basis $\mathcal{B}$, the"best possible" constants, i.e., the largest $A$ and the smallest $B$ satisfying (6.18), are called Riesz constants of $\mathcal{B}$.

[^34]Remark 6.28. Every complete orthonormal system in $\mathcal{F}$ is a Riesz basis of $\mathcal{F}$. Indeed, in this case, we have the Parseval identity in (6.16), whereby equality holds in (6.18) for $A=B=1$. Moreover, the completeness in (6.17) holds by Theorem 6.21 (a).

We remark that the Riesz estimates in (6.18), often written in short as

$$
\left\|\sum_{n \in \mathbb{Z}} c_{n} u_{n}\right\| \sim\|c\|_{\ell^{2}} \quad \text { for all } c=\left(c_{n}\right)_{n \in \mathbb{Z}} \in \ell^{2}
$$

describe the stability of the Riesz basis representation with respect to perturbations of the coefficients in $c \in \ell^{2}$. Therefore, Riesz bases are also often referred to as $\ell^{2}$-stable bases of $\mathcal{F}$.

In the following analysis concerning Riesz bases $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ of $\mathcal{F}$, the linear synthesis operator $G: \ell^{2} \longrightarrow \mathcal{F}$, defined as

$$
\begin{equation*}
G(c)=\sum_{n \in \mathbb{Z}} c_{n} u_{n} \in \mathcal{F} \quad \text { for } c=\left(c_{n}\right)_{n \in \mathbb{Z}} \in \ell^{2} \tag{6.19}
\end{equation*}
$$

plays an important role. We note the following properties of $G$.
Proposition 6.29. Let $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a Riesz basis of $\mathcal{F}$ with Riesz constants $0<A \leq B<\infty$. Then, the synthesis operator $G: \ell^{2} \longrightarrow \mathcal{F}$ in (6.19) has the following properties.
(a) The operator $G$ is continuous, where $G$ has operator norm $\|G\|=\sqrt{B}$.
(b) The operator $G$ is bijective.
(c) The inverse $G^{-1}$ of $G$ is continuous with operator norm $\left\|G^{-1}\right\|=1 / \sqrt{A}$.

Proof. Statement (a) follows directly from the upper Riesz estimate in (6.18).
As for the proof of (b), note that $G$ is surjective, $\operatorname{since} \operatorname{span}\left\{u_{n} \mid n \in \mathbb{Z}\right\}$ is by (6.17) dense in $\mathcal{F}$. Moreover, $G$ is injective, since by (6.18) the kernel of $G$ can only contain the zero element. Altogether, the operator $G$ is bijective.

Finally, for the inverse $G^{-1}: \mathcal{F} \longrightarrow \ell^{2}$ of $G$ we find by (6.18) the estimate

$$
\left\|G^{-1}(f)\right\|^{2} \leq \frac{1}{A}\|f\|^{2} \quad \text { for all } f \in \mathcal{F}
$$

and this implies the continuity of $G^{-1}$ at operator norm $\left\|G^{-1}\right\|=1 / \sqrt{A}$. This proves property (c).

Now we consider the dual analysis operator $G^{*}: \mathcal{F} \longrightarrow \ell^{2}$ of $G$ in (6.19), where $G^{*}$ is characterized by the duality relation

$$
\begin{equation*}
\left(G^{*}(f), c\right)_{\ell^{2}}=(f, G(c)) \quad \text { for all } c \in \ell^{2} \text { and all } f \in \mathcal{F} \tag{6.20}
\end{equation*}
$$

We note the following properties of $G^{*}$.

Proposition 6.30. The pair of dual operators $G$ in (6.19) and $G^{*}$ in (6.20) satisfies the following properties.
(a) The operator $G^{*}$ has the representation

$$
G^{*}(f)=\left(\left(f, u_{n}\right)\right)_{n \in \mathbb{Z}} \in \ell^{2} \quad \text { for all } f \in \mathcal{F}
$$

(b) The operator $G^{*}$ is bijective and has the inverse $\left(G^{*}\right)^{-1}=\left(G^{-1}\right)^{*}$.
(c) The operators $G^{*}$ and $\left(G^{*}\right)^{-1}$ are continuous via the isometries

$$
\|G\|=\left\|G^{*}\right\| \quad \text { and } \quad\left\|G^{-1}\right\|=\left\|\left(G^{*}\right)^{-1}\right\| .
$$

Proof. By (6.20), we find for the dual operator $G^{*}: \mathcal{F} \longrightarrow \ell^{2}$ the identty

$$
\left(G^{*}(f), c\right)_{\ell^{2}}=(f, G(c))=\sum_{n \in \mathbb{Z}} c_{n}\left(f, u_{n}\right)=\left(\left(\left(f, u_{n}\right)\right)_{n \in \mathbb{Z}}, c\right)_{\ell^{2}}
$$

for all $c \in \ell^{2}$, and this already implies the stated representation in (a).
By the representation in (a) in combination with the Riesz basis property of $\mathcal{B}$, we see that $G^{*}$ is bijective. Moreover, for $f, g \in \mathcal{F}$ the representation

$$
\left(\left(G^{-1}\right)^{*} G^{*}(f), g\right)=\left(G^{*}(f), G^{-1}(g)\right)_{\ell^{2}}=\left(f, G G^{-1}(g)\right)=(f, g)
$$

holds. Therefore, $\left(G^{-1}\right)^{*} G^{*}$ is the identity on $\mathcal{F}$. Likewise, we see that $G^{*}\left(G^{-1}\right)^{*}$ is the identity on $\ell^{2}$. This proves statement (b).

As regards statement (c), we find on the one hand

$$
\left\|G^{*}(f)\right\|_{\ell^{2}}^{2}=\left(G^{*}(f), G^{*}(f)\right)_{\ell^{2}}=\left(f, G G^{*}(f)\right) \leq\|f\| \cdot\|G\| \cdot\left\|G^{*}(f)\right\|_{\ell^{2}}
$$

by letting $c=G^{*}(f)$ in (6.20), and this implies $\left\|G^{*}\right\| \leq\|G\|$. On the other hand, we have

$$
\|G(c)\|^{2}=(G(c), G(c))=\left(G^{*} G(c), c\right)_{\ell^{2}} \leq\left\|G^{*}\right\| \cdot\|G(c)\| \cdot\|c\|_{\ell^{2}}
$$

by letting $f=G(c)$ in (6.20), which implies $\|G\| \leq\left\|G^{*}\right\|$. Altogether, we have $\|G\|=\left\|G^{*}\right\|$. The other statement in (c) follows from similar arguments.

Now we explain a fundamental duality property for Riesz bases.
Theorem 6.31. For any Riesz basis $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ of $\mathcal{F}$ with Riesz constants $0<A \leq B<\infty$, there is a unique Riesz basis $\tilde{\mathcal{B}}=\left(\tilde{u}_{n}\right)_{n \in \mathbb{Z}}$ of $\mathcal{F}$, such that
(a) the elements in $\mathcal{B}$ and $\tilde{\mathcal{B}}$ are mutually orthonormal, i.e.,

$$
\begin{equation*}
\left(u_{n}, \tilde{u}_{m}\right)=\delta_{n m} \quad \text { for all } n, m \in \mathbb{Z} \tag{6.21}
\end{equation*}
$$

(b) the Riesz basis $\tilde{\mathcal{B}}$ has Riesz constants $0<1 / B \leq 1 / A<\infty$.
(c) any $f \in \mathcal{F}$ can uniquely be represented w.r.t. $\mathcal{B}$ or $\tilde{\mathcal{B}}$, respectively, as

$$
\begin{equation*}
f=\sum_{n \in \mathbb{Z}}\left(f, \tilde{u}_{n}\right) u_{n}=\sum_{n \in \mathbb{Z}}\left(f, u_{n}\right) \tilde{u}_{n} . \tag{6.22}
\end{equation*}
$$

The Riesz basis $\tilde{\mathcal{B}}$ is called the dual Riesz basis of $\mathcal{B}$ in $\mathcal{F}$.
Proof. We consider the linear operator $G: \ell^{2} \longrightarrow \mathcal{F}$ in (6.19) associated with the Riesz basis $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ and its dual operator $G^{*}: \mathcal{F} \longrightarrow \ell^{2}$ in (6.20). According to Propositions 6.29 and 6.30 each of the linear operators $G$ and $G^{*}$ is continuous and has a continuous inverse. Therefore, their composition $G G^{*}: \mathcal{F} \longrightarrow \mathcal{F}$ is continuous and has a continuous inverse.

Now we consider $\tilde{\mathcal{B}}=\left(\tilde{u}_{n}\right)_{n \in \mathbb{Z}}$, where

$$
\tilde{u}_{n}:=\left(G G^{*}\right)^{-1} u_{n} \quad \text { for } n \in \mathbb{Z}
$$

The elements in $\tilde{\mathcal{B}}$ satisfy the orthonormality relation (6.21) in (a), since

$$
\begin{equation*}
\left(u_{n}, \tilde{u}_{m}\right)=\left(u_{n},\left(G G^{*}\right)^{-1} u_{m}\right)=\left(G^{-1} u_{n}, G^{-1} u_{m}\right)_{\ell^{2}}=\delta_{m n} \tag{6.23}
\end{equation*}
$$

holds for any $m, n \in \mathbb{Z}$. Moreover, for $c=\left(c_{n}\right)_{n \in \mathbb{Z}} \in \ell^{2}$, we have the identity

$$
\left\|\sum_{n \in \mathbb{Z}} c_{n} \tilde{u}_{n}\right\|=\left\|\left(G G^{*}\right)^{-1}\left(\sum_{n \in \mathbb{Z}} c_{n} u_{n}\right)\right\|=\left\|\left(G^{*}\right)^{-1} c\right\| .
$$

By $\left\|G^{*}\right\|^{2}=B$ and $\left\|\left(G^{*}\right)^{-1}\right\|^{2}=1 / A$, we get the Riesz stability for $\tilde{\mathcal{B}}$, i.e.,

$$
\begin{equation*}
\frac{1}{B}\|c\|_{\ell^{2}}^{2} \leq\left\|\sum_{n \in \mathbb{Z}} c_{n} \tilde{u}_{n}\right\|^{2} \leq \frac{1}{A}\|c\|_{\ell^{2}}^{2} \quad \text { for all } c=\left(c_{n}\right)_{n \in \mathbb{Z}} \in \ell^{2} \tag{6.24}
\end{equation*}
$$

Now the continuity of $\left(G G^{*}\right)^{-1}$ and the completeness of $\mathcal{B}$ in (6.17) implies

$$
\mathcal{F}=\overline{\operatorname{span}\left\{\tilde{u}_{n} \mid n \in \mathbb{Z}\right\}}
$$

i.e., $\tilde{\mathcal{B}}$ is a Riesz basis of $\mathcal{F}$ with Riesz constants $0<1 / B \leq 1 / A<\infty$. The stated uniqueness of $\tilde{\mathcal{B}}$ follows from the orthonormality relation (6.23).

Let us finally show property (c). Since $G$ is surjective, any $f \in \mathcal{F}$ can be represented as

$$
f=\sum_{n \in \mathbb{Z}} c_{n} u_{n} \quad \text { for some } c=\left(c_{n}\right)_{n \in \mathbb{Z}} \in \ell^{2} .
$$

But this implies

$$
\left(f, \tilde{u}_{m}\right)=\left(\sum_{n \in \mathbb{Z}} c_{n} u_{n}, \tilde{u}_{m}\right)=c_{m}
$$

whereby the stated (unique) representation in (6.22) holds, i.e.,

$$
f=\sum_{n \in \mathbb{Z}}\left(f, \tilde{u}_{n}\right) u_{n} \quad \text { for all } f \in \mathcal{F} .
$$

Likewise, the stated representation in (6.22) with respect to the Riesz basis $\tilde{\mathcal{B}}$ can be shown by similar arguments.

From the estimates in (6.24) and the representation in (6.22), we get the stability of the coefficients $\left.\left(f, u_{n}\right)\right)_{n \in \mathbb{Z}} \in \ell^{2}$ under perturbations of $f \in \mathcal{F}$.

Corollary 6.32. Let $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a Riesz basis of $\mathcal{F}$ with Riesz constants $0<A \leq B<\infty$. Then, the stability estimates

$$
\begin{equation*}
A\|f\|^{2} \leq\left\|\left(\left(f, u_{n}\right)\right)_{n \in \mathbb{Z}}\right\|_{\ell^{2}}^{2} \leq B\|f\|^{2} \quad \text { for all } f \in \mathcal{F} \tag{6.25}
\end{equation*}
$$

hold.
Remark 6.33. Every Riesz basis $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ of $\mathcal{F}$ yields a system of $\ell^{2}$ linearly independent elements in $\mathcal{F}$, i.e., for $c=\left(c_{n}\right)_{n \in \mathbb{Z}} \in \ell^{2}$ the implication

$$
\sum_{n \in \mathbb{Z}} c_{n} u_{n}=0 \quad \Longrightarrow \quad c=0
$$

holds. In other words, $G(c)=0$ implies $c=0$, as this is covered by Proposition 6.29 (b). Moreover, Corollary 6.32 gives the stability estimates in (6.25).

The required conditions for a Riesz basis $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ (according to Definition 6.27) often appear as too restrictive. In fact, relevant applications work with weaker conditions on $\mathcal{B}$, where they merely require the stability in (6.25), but not the $\ell^{2}$-linearly independence of $\mathcal{B}$.

Definition 6.34. A system $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ of elements in a Hilbert space $\mathcal{F}$ is called $a$ frame of $\mathcal{F}$, if for $0<A \leq B<\infty$ the estimates

$$
\begin{equation*}
A\|f\|^{2} \leq\left\|\left(\left(f, u_{n}\right)\right)_{n \in \mathbb{Z}}\right\|_{\ell^{2}}^{2} \leq B\|f\|^{2} \quad \text { for all } f \in \mathcal{F} \tag{6.26}
\end{equation*}
$$

hold, where the "best possible" constants, i.e., the largest A and the smallest $B$ satisfying (6.26), are called frame constants of $\mathcal{B}$.

Remark 6.35. Any frame $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ of $\mathcal{F}$ is complete in $\mathcal{F}$, i.e., the span of $\mathcal{B}$ is dense in $\mathcal{F}$,

$$
\mathcal{F}=\overline{\operatorname{span}\left\{u_{n} \mid n \in \mathbb{Z}\right\}}
$$

This immediately follows from the completeness criterion, Theorem 6.26 , by using the lower estimate in (6.26).

Remark 6.36. Every Riesz basis $\mathcal{B}$ is a frame, but the converse is general not true. Indeed, a frame $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ allows ambiguities in the representation

$$
f=\sum_{n \in \mathbb{Z}} c_{n} u_{n} \quad \text { for } f \in \mathcal{F}
$$

due to a possible $\ell^{2}$-linear dependence of the elements in $\mathcal{B}$.

Remark 6.37. For any frame $\mathcal{B}=\left(u_{n}\right)_{n \in \mathbb{Z}}$ of $\mathcal{F}$, there exists a dual frame $\tilde{\mathcal{B}}=\left(\tilde{u}_{n}\right)_{n \in \mathbb{Z}}$ of $\mathcal{F}$ satisfying

$$
f=\sum_{n \in \mathbb{Z}}\left(f, u_{n}\right) \tilde{u}_{n}=\sum_{n \in \mathbb{Z}}\left(f, \tilde{u}_{n}\right) u_{n} \quad \text { for all } f \in \mathcal{F}
$$

However, the duality relation $\left(u_{n}, \tilde{u}_{m}\right)=\delta_{n m}$ in (6.21) does not in general hold, since otherwise the elements of $\mathcal{B}$ and the elements of $\tilde{\mathcal{B}}$ would be $\ell^{2}$ linearly independent, respectively.

For further illustration, we discuss the following examples.
Example 6.38. The three vectors

$$
u_{1}=(0,1)^{T}, \quad u_{2}=(-\sqrt{3} / 2,-1 / 2)^{T}, \quad u_{3}=(\sqrt{3} / 2,-1 / 2)^{T}
$$

form a frame in $\mathcal{F}=\mathbb{R}^{2}$, since for $f=\left(f_{1}, f_{2}\right)^{T} \in \mathbb{R}^{2}$, we have

$$
\begin{aligned}
\sum_{j=1}^{3}\left(f, u_{j}\right)^{2} & =f_{2}^{2}+\left(-\frac{\sqrt{3}}{2} f_{1}-\frac{1}{2} f_{2}\right)^{2}+\left(\frac{\sqrt{3}}{2} f_{1}-\frac{1}{2} f_{2}\right)^{2} \\
& =\frac{3}{2}\left(f_{1}^{2}+f_{2}^{2}\right)=\frac{3}{2}\|f\|_{2}^{2}
\end{aligned}
$$

and so the stability in (6.25) holds with $A=B=3 / 2$. However, note that the vectors $u_{1}, u_{2}, u_{3}$ are $\ell^{2}$-linearly dependent, since $u_{1}+u_{2}+u_{3}=0$. $\diamond$

In our next example we discuss Riesz bases in finite-dimensional Euclidean spaces for the prototypical case of the Euclidean space $\mathcal{F}=\mathbb{R}^{d}$, where $d \in \mathbb{N}$.

Example 6.39. For the Euclidean space $\mathbb{R}^{d}$, where $d \in \mathbb{N}$, equipped with the Euclidean norm $\|\cdot\|_{2}$, any basis $\mathcal{B}=\left\{u_{1}, \ldots, u_{d}\right\}$ of $\mathbb{R}^{d}$ is a Riesz basis of $\mathbb{R}^{d}$. Indeed, in this case, we have for the regular matrix $U=\left(u_{1}, \ldots, u_{d}\right) \in \mathbb{R}^{d \times d}$ and for any vector $c=\left(c_{1}, \ldots, c_{d}\right)^{T} \in \mathbb{R}^{d}$ the stability estimates

$$
\left\|U^{-1}\right\|_{2}^{-1}\|c\|_{2} \leq\left\|\sum_{n=1}^{N} c_{n} u_{n}\right\|_{2}=\|U c\|_{2} \leq\|U\|_{2}\|c\|_{2} .
$$

Therefore, the Riesz constants $0<A \leq B<\infty$ of $\mathcal{B}$ are given by the spectral norms of the matrices $U$ and $U^{-1}$, so that $A=\left\|U^{-1}\right\|_{2}^{-2}$ and $B=\|U\|_{2}^{2}$. The unique dual Riesz basis $\tilde{\mathcal{B}}$ of $\mathcal{B}$ is given by the rows of the inverse $U^{-1}$. This immediately follows by $U U^{-1}=I$ from Theorem 6.31 (a).

We close this section by studying an example for a frame of $\mathbb{R}^{d}$.

Example 6.40. We continue to work with the Euclidean space $\mathbb{R}^{d}$, where $d \in \mathbb{N}$, whose inner product is denoted by $(\cdot, \cdot)$. For a frame $\mathcal{B}=\left(u_{n}\right)_{n=1}^{N}$ of $\mathbb{R}^{d}$, where $N>d$, we consider the dual operator $G^{*}: \mathbb{R}^{d} \longrightarrow \mathbb{R}^{N}$ in (6.20). According to Proposition 6.30 (a), the representation

$$
G^{*}(f)=\left(\left(f, u_{n}\right)\right)_{n=1}^{N}=\left(u_{n}^{T} f\right)_{n=1}^{N} \in \mathbb{R}^{N} \quad \text { for } f \in \mathbb{R}^{d}
$$

holds, or, in matrix notation,

$$
G^{*} f=U^{T} f=c_{f} \quad \text { for } f \in \mathbb{R}^{d}
$$

where $U=\left(u_{1}, \ldots, u_{N}\right) \in \mathbb{R}^{d \times N}$ and $c_{f}=\left(\left(f, u_{n}\right)\right)_{n=1}^{N} \in \mathbb{R}^{N}$. Due to the completeness of $\mathcal{B}$, according to Definition 6.34 (a), we see that the columns $\left(u_{1}, \ldots, u_{N}\right)$ of $U$ must contain a basis of $\mathbb{R}^{d}$. Hence, $U$ has full rank, $d=\operatorname{rank}(U)$, and $U^{T} \in \mathbb{R}^{N \times d}$ is injective. But this is consistent with the injectivity of the dual operator $G^{*}$, as established in the lower estimate in (6.26), for $A>0$.

Now we consider the dual frame $\tilde{\mathcal{B}}=\left(\tilde{u}_{n}\right)_{n=1}^{N}$ of $\mathcal{B}$, as characterized by

$$
f=\sum_{n=1}^{N}\left(f, u_{n}\right) \tilde{u}_{n} \quad \text { for all } f \in \mathbb{R}^{d}
$$

By $U^{T} f=c_{f}$, we have $U U^{T} f=U c_{f}$ and so

$$
f=\left(U U^{T}\right)^{-1} U c_{f} \quad \text { for all } f \in \mathbb{R}^{d}
$$

i.e., the dual frame $\tilde{\mathcal{B}}=\left(\tilde{u}_{n}\right)_{n=1}^{N}$ is determined by the columns of $\left(U U^{T}\right)^{-1} U$. However, the elements in $\mathcal{B}$ and $\tilde{\mathcal{B}}$ do not satisfy the orthonormality relation in Theorem 6.31 (a).

### 6.3 Convergence of Fourier Partial Sums

In this section, we analyze the approximation behaviour of Fourier partial sums in more detail. To this end, we recall our discussion from Section 4.3, where, in particular, we had proven the orthonormality of the real-valued trigonometric polynomials in $\mathscr{C}_{2 \pi} \equiv \mathscr{C}_{2 \pi}^{\mathbb{R}}$, see Theorem 4.11. By using the Weierstrass theorem for trigonometric polynomials, Corollary 6.17, we can prove the following result.

Corollary 6.41. The real-valued trigonometric polynomials

$$
\begin{equation*}
\left\{\frac{1}{\sqrt{2}}, \cos (j \cdot), \sin (j \cdot) \mid j \in \mathbb{N}\right\} \subset \mathscr{C}_{2 \pi}^{\mathbb{R}} \tag{6.27}
\end{equation*}
$$

form a complete orthonormal system in $\mathscr{C}_{2 \pi}^{\mathbb{R}}$ with respect to the Euclidean norm $\|\cdot\|_{\mathbb{R}}=(\cdot, \cdot)_{\mathbb{R}}^{1 / 2}$, as defined by the (real) inner product

$$
(f, g)_{\mathbb{R}}=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) g(x) \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}_{2 \pi}^{\mathbb{R}}
$$

Proof. The orthonormality of the trigonometric polynomials in (6.27) holds by Theorem 4.11. Moreover, due to the trigonometric version of the Weierstrass theorem, Corollary 6.17, the real-valued trigonometric polynomials $\mathcal{T} \equiv \mathcal{T}^{\mathbb{R}}$ are dense in $\mathscr{C}_{2 \pi}=\mathscr{C}_{2 \pi}^{\mathbb{R}}$ with respect to the maximum norm $\|\cdot\|_{\infty}$, and so $\mathcal{T}$ is a dense subset of $\mathscr{C}_{2 \pi}$ also with respect to the weaker Euclidean norm $\|\cdot\|_{\mathbb{R}}$, cf. Corollary 6.18.

Remark 6.42. The result of Corollary 6.41 can directly be transferred to the complex case, whereby the complex-valued trigonometric polynomials

$$
\left\{\mathrm{e}^{\mathrm{i} j \cdot} \mid j \in \mathbb{Z}\right\} \subset \mathscr{C}_{2 \pi}^{\mathbb{C}}
$$

form a complete orthonormal system in $\mathscr{C}_{2 \pi}^{\mathbb{C}}$ with respect to the Euclidean norm $\|\cdot\|_{\mathbb{C}}=(\cdot, \cdot)_{\mathbb{C}}^{1 / 2}$, defined by the (complex) inner product

$$
\begin{equation*}
(f, g)_{\mathbb{C}}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x) \overline{g(x)} \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}_{2 \pi}^{\mathbb{C}} \tag{6.28}
\end{equation*}
$$

cf. Remark 4.10.
Now we consider, for $n \in \mathbb{N}_{0}$, real-valued Fourier partial sums of the form

$$
\begin{equation*}
\left(F_{n} f\right)(x)=\frac{a_{0}}{2}+\sum_{j=1}^{n}\left(a_{j} \cos (j x)+b_{j} \sin (j x)\right) \quad \text { for } f \in \mathscr{C}_{2 \pi}^{\mathbb{R}} \tag{6.29}
\end{equation*}
$$

with Fourier coefficients $a_{0}=(f, 1)_{\mathbb{R}}, a_{j}=(f, \cos (j \cdot))_{\mathbb{R}}$, and $b_{j}=(f, \sin (j \cdot))_{\mathbb{R}}$, for $j \in \mathbb{N}$, see Corollary 4.12. As we noticed in Section 4.3, the Fourier operator $F_{n}: \mathscr{C}_{2 \pi}^{\mathbb{R}} \longrightarrow \mathcal{T}_{n}^{\mathbb{R}}$ gives the orthogonal projection of $\mathscr{C}_{2 \pi}^{\mathbb{R}}$ onto $\mathcal{T}_{n}^{\mathbb{R}}$. In particular, $F_{n} f \in \mathcal{T}_{n}^{\mathbb{R}}$ is the unique best approximation to $f \in \mathscr{C}_{2 \pi}^{\mathbb{R}}$ from $\mathcal{T}_{n}^{\mathbb{R}}$ with respect to the Euclidean norm $\|\cdot\|_{\mathbb{R}}$.

As regards our notations concerning real-valued against complex-valued functions, we recall Remark 4.10: For real-valued functions $f \in \mathscr{C}_{2 \pi} \equiv \mathscr{C}_{2 \pi}^{\mathbb{R}}$, we apply the inner product $(\cdot, \cdot)=(\cdot, \cdot)_{\mathbb{R}}$ and the norm $\|\cdot\|=\|\cdot\|_{\mathbb{R}}$. In contrast, for complex-valued functions $f \in \mathscr{C}_{2 \pi}^{\mathbb{C}}$, we use $(\cdot, \cdot)_{\mathbb{C}}$ and $\|\cdot\|_{\mathbb{C}}$.

### 6.3.1 Convergence in Quadratic Mean

From our above discussion, we can conclude the following convergence result.
Corollary 6.43. For the approximation to $f \in \mathscr{C}_{2 \pi}$ by Fourier partial sums $F_{n} f$ we have convergence in quadratic mean, i.e.,

$$
\lim _{n \rightarrow \infty}\left\|F_{n} f-f\right\|=0 \quad \text { for all } f \in \mathscr{C}_{2 \pi}
$$

Proof. The statement follows immediately from property (b) in Theorem 6.21 in combination with Corollary 6.41.

Next, we quantify the speed of convergence for the Fourier partial sums $F_{n} f$. To this end, the complex representation in (4.23),

$$
\begin{equation*}
\left(F_{n} f\right)(x)=\sum_{j=-n}^{n} c_{j} \mathrm{e}^{\mathrm{i} j x} \tag{6.30}
\end{equation*}
$$

with the complex Fourier coefficients $c_{j} \equiv c_{j}(f)=(f, \exp (\mathrm{i} j \cdot))_{\mathbb{C}}$, i.e.,

$$
c_{j}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x) \mathrm{e}^{-\mathrm{i} j x} \mathrm{~d} x \quad \text { for }-n \leq j \leq n
$$

and the orthonormal system $\{\exp (\mathrm{i} j \cdot) \mid-n \leq j \leq n\} \subset \mathcal{T}_{n}^{\mathbb{C}}$ with respect to the complex inner product $(\cdot, \cdot)_{\mathbb{C}}$ in (6.28) turns out to be particularly useful. Indeed, from the representation in (6.30) we can prove the following result.

Theorem 6.44. For $f \in \mathscr{C}_{2 \pi}^{k}$ the Fourier partial sums $F_{n} f$ converge to $f$ at convergence rate $k \in \mathbb{N}_{0}$ according to

$$
\begin{equation*}
\left\|F_{n} f-f\right\| \leq \frac{1}{(n+1)^{k}}\left\|F_{n} f^{(k)}-f^{(k)}\right\|=o\left(n^{-k}\right) \quad \text { for } n \rightarrow \infty \tag{6.31}
\end{equation*}
$$

Proof. For $k=0$, we obtain the stated convergence result from Corollary 6.43.
For $k=1$, we apply integration by parts to obtain, for $j \neq 0$ and $f \in \mathscr{C}_{2 \pi}^{1}$, by the identity

$$
\begin{aligned}
c_{j}(f) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x) \mathrm{e}^{-\mathrm{i} j x} \mathrm{~d} x=\frac{\mathrm{i}}{j} \frac{1}{2 \pi}\left[f(x) \mathrm{e}^{-\mathrm{i} j x}\right]_{0}^{2 \pi}-\frac{\mathrm{i}}{j} \frac{1}{2 \pi} \int_{0}^{2 \pi} f^{\prime}(x) \mathrm{e}^{-\mathrm{i} j x} \mathrm{~d} x \\
& =-\frac{\mathrm{i}}{j} \frac{1}{2 \pi} \int_{0}^{2 \pi} f^{\prime}(x) \mathrm{e}^{-\mathrm{i} j x} \mathrm{~d} x=-\frac{\mathrm{i}}{j}\left(f^{\prime}, \mathrm{e}^{-\mathrm{i} j \cdot}\right)=-\frac{\mathrm{i}}{j} c_{j}\left(f^{\prime}\right)
\end{aligned}
$$

an alternative representation for the complex Fourier coefficients $c_{j}$ in (6.30).
By induction on $k$, we obtain for $f \in \mathscr{C}_{2 \pi}^{k}$ the representation

$$
c_{j}(f)=(-\mathrm{i})^{k} \frac{1}{j^{k}} c_{j}\left(f^{(k)}\right) \quad \text { for all } j \in \mathbb{Z} \backslash\{0\}
$$

and so in this case, we find the estimate

$$
\begin{equation*}
\left|c_{j}(f)\right| \leq \frac{1}{|j|^{k}}\left|c_{j}\left(f^{(k)}\right)\right| \quad \text { for all } j \in \mathbb{Z} \backslash\{0\} \text { and } k \in \mathbb{N}_{0} \tag{6.32}
\end{equation*}
$$

By the representation of the error in Corollary 6.24, this in turn implies

$$
\begin{aligned}
\left\|F_{n} f-f\right\|_{\mathbb{C}}^{2} & =\sum_{|j| \geq n+1}\left|c_{j}(f)\right|^{2} \leq \sum_{|j| \geq n+1} \frac{1}{j^{2 k}}\left|c_{j}\left(f^{(k)}\right)\right|^{2} \\
& \leq \frac{1}{(n+1)^{2 k}} \sum_{|j| \geq n+1}\left|c_{j}\left(f^{(k)}\right)\right|^{2} \\
& =\frac{1}{(n+1)^{2 k}}\left\|F_{n} f^{(k)}-f^{(k)}\right\|_{\mathbb{C}}^{2}
\end{aligned}
$$

for $f \in \mathscr{C}_{2 \pi}^{k}$ and therefore

$$
\left\|F_{n} f-f\right\| \leq \frac{1}{(n+1)^{k}}\left\|F_{n} f^{(k)}-f^{(k)}\right\|=o\left(n^{-k}\right) \quad \text { for } n \rightarrow \infty
$$

where we use the convergence

$$
\left\|F_{n} f^{(k)}-f^{(k)}\right\| \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

for $f^{(k)} \in \mathscr{C}_{2 \pi}$ according to Corollary 6.43.
Remark 6.45. The convergence rate $k \in \mathbb{N}_{0}$, as achieved in Theorem 6.44, follows from the asymptotic decay of the Fourier coefficients $c_{j}(f)$ of $f$ in (6.32), whereby

$$
\left|c_{j}(f)\right|=\mathcal{O}\left(|j|^{-k}\right) \quad \text { for }|j| \rightarrow \infty .
$$

Further note that the decay of $c_{j}(f)$ follows from the assumption $f \in \mathscr{C}_{2 \pi}^{k}$.
As for the converse, we can determine the smoothness of $f$ from the asymptotic decay of the Fourier coefficients $c_{j}(f)$. More precisely: If the Fourier coefficients $c_{j}(f)$ of $f$ have the asymptotic decay

$$
\left|c_{j}(f)\right|=\mathcal{O}\left(|j|^{-(k+1+\varepsilon)}\right) \quad \text { for }|j| \rightarrow \infty
$$

for some $\varepsilon>0$, then this implies $f \in \mathscr{C}_{2 \pi}^{k}$ (see Exercise 6.91).
Conclusion: The smoother $f \in \mathscr{C}_{2 \pi}$, the faster the convergence of the Fourier partial sums $F_{n} f$ to $f$, and vice versa.

### 6.3.2 Uniform Convergence

Next, we analyze the uniform convergence of the Fourier partial sums $F_{n} f$. Although we have proven convergence in quadratic mean, i.e., convergence with respect to the Euclidean norm $\|\cdot\|$, we cannot expect convergence in the stronger maximum norm $\|\cdot\|_{\infty}$, due to Remark 6.19. In fact, to prove uniform convergence we need to assume further conditions on $f \in \mathscr{C}_{2 \pi}$, especially concerning its smoothness. As we show now, it is sufficient to require that $f$ has a continuous derivative, i.e., $f \in \mathscr{C}_{2 \pi}^{1}$.

Corollary 6.46. For $f \in \mathscr{C}_{2 \pi}^{1}$, the Fourier partial sums $F_{n} f$ converge uniformly to $f$, i.e., we have

$$
\lim _{n \rightarrow \infty}\left\|F_{n} f-f\right\|_{\infty}=0
$$

Proof. For any $n \in \mathbb{N}$, the orthogonality $F_{n} f-f \perp 1$ holds, i.e., we have

$$
\int_{0}^{2 \pi}\left(F_{n} f-f\right)(x) \mathrm{d} x=0 \quad \text { for all } n \in \mathbb{N}
$$

Therefore, the error function $F_{n} f-f$ has at least one zero $x_{n}$ in the open interval $(0,2 \pi)$, whereby for $x \in[0,2 \pi]$ we obtain the representation

$$
\left(F_{n} f-f\right)(x)=\int_{x_{n}}^{x}\left(F_{n} f-f\right)^{\prime}(\xi) \mathrm{d} \xi=\int_{x_{n}}^{x}\left(F_{n} f^{\prime}-f^{\prime}\right)(\xi) \mathrm{d} \xi
$$

where we used the identity $\left(F_{n} f\right)^{\prime}=F_{n} f^{\prime}$ (see Exercise 6.92). By the CauchySchwarz inequality, we further obtain

$$
\begin{align*}
\left|\left(F_{n} f-f\right)(x)\right|^{2} & \leq\left.\left|\int_{x_{n}}^{x} 1 \mathrm{~d} \xi\right| \cdot\left|\int_{x_{n}}^{x}\right|\left(F_{n} f^{\prime}-f^{\prime}\right)(\xi)\right|^{2} \mathrm{~d} \xi \mid \\
& \leq(2 \pi)^{2}\left\|F_{n} f^{\prime}-f^{\prime}\right\|^{2} \longrightarrow 0 \quad \text { for } n \rightarrow \infty \tag{6.33}
\end{align*}
$$

which already proves the stated uniform convergence.
Now we conclude from Theorem 6.44 a corresponding result concerning the convergence rate of $\left(F_{n} f\right)_{n \in \mathbb{N}_{0}}$ with respect to the maximum norm $\|\cdot\|_{\infty}$.

Corollary 6.47. For $f \in \mathscr{C}_{2 \pi}^{k}$, where $k \geq 1$, the Fourier partial sums $F_{n} f$ converge uniformly to $f$ at convergence rate $k-1$, according to

$$
\left\|F_{n} f-f\right\|_{\infty}=o\left(n^{-(k-1)}\right) \quad \text { for } n \rightarrow \infty
$$

Proof. For $f^{\prime} \in \mathscr{C}_{2 \pi}^{k-1}$, we have by (6.33) and (6.31) the estimate

$$
\left\|F_{n} f-f\right\|_{\infty} \leq 2 \pi\left\|F_{n} f^{\prime}-f^{\prime}\right\| \leq \frac{2 \pi}{(n+1)^{k-1}}\left\|F_{n} f^{(k)}-f^{(k)}\right\|,
$$

whereby we obtain for $f^{(k)} \in \mathscr{C}_{2 \pi}$ the asymptotic convergence behaviour

$$
\left\|F_{n} f-f\right\|_{\infty}=o\left(n^{-(k-1)}\right) \quad \text { for } n \rightarrow \infty
$$

according to Corollary 6.43.

### 6.3.3 Pointwise Convergence

Next, we analyze pointwise convergence for the Fourier partial sums $F_{n} f$. To this end, we first derive for $x \in \mathbb{R}$ a suitable representation for the pointwise error $\left(F_{n} f\right)(x)-f(x)$ at $x$. We utilize, for $f \in \mathscr{C}_{2 \pi}$, the real representation of $F_{n} f$, whereby we obtain

$$
\begin{align*}
\left(F_{n} f\right)(x) & =\frac{a_{0}}{2}+\sum_{j=1}^{n}\left[a_{j} \cos (j x)+b_{j} \sin (j x)\right] \\
& =\frac{1}{\pi} \int_{0}^{2 \pi} f(\tau)\left[\frac{1}{2}+\sum_{j=1}^{n}(\cos (j \tau) \cos (j x)+\sin (j \tau) \sin (j x))\right] \mathrm{d} \tau \\
& =\frac{1}{\pi} \int_{0}^{2 \pi} f(\tau)\left[\frac{1}{2}+\sum_{j=1}^{n} \cos (j(\tau-x))\right] \mathrm{d} \tau \tag{6.34}
\end{align*}
$$

Note that in the last line we applied the trigonometric addition formula

$$
\cos (u+v)=\cos (u) \cos (v)-\sin (u) \sin (v)
$$

for $u=j \tau$ and $v=-j x$. Now we simplify the integrand in (6.34) by applying the substitution $z=\tau-x$ along with the representation

$$
\begin{align*}
& {\left[\frac{1}{2}+\sum_{j=1}^{n} \cos (j z)\right] 2 \sin (z / 2)} \\
& =\sin (z / 2)+\sum_{j=1}^{n} 2 \cos (j z) \sin (z / 2) \\
& =\sin (z / 2)+\sum_{j=1}^{n}\left[\sin \left(\left(j+\frac{1}{2}\right) z\right)-\sin \left(\left(j-\frac{1}{2}\right) z\right)\right] \\
& =\sin \left(\left(n+\frac{1}{2}\right) z\right) \tag{6.35}
\end{align*}
$$

where we used the trigonometric identity

$$
\sin (u)-\sin (v)=2 \cos \left(\frac{u+v}{2}\right) \sin \left(\frac{u-v}{2}\right)
$$

for $u=(j+1 / 2) z$ and $v=(j-1 / 2) z$. This implies the representation

$$
\begin{equation*}
\left(F_{n} f\right)(x)=\frac{1}{\pi} \int_{0}^{2 \pi} f(\tau) D_{n}(\tau-x) \mathrm{d} \tau \tag{6.36}
\end{equation*}
$$

where the function

$$
\begin{equation*}
D_{n}(z)=\frac{1}{2} \frac{\sin ((n+1 / 2) z)}{\sin (z / 2)} \quad \text { for } n \in \mathbb{N}_{0} \tag{6.37}
\end{equation*}
$$

is called Dirichlet ${ }^{5}$ kernel. Note that the Dirichlet kernel is $2 \pi$-periodic and even, so that we can further simplify the representation in (6.36) to obtain

$$
\begin{align*}
\left(F_{n} f\right)(x) & =\frac{1}{\pi} \int_{0}^{2 \pi} f(\tau) D_{n}(\tau-x) \mathrm{d} \tau \\
& =\frac{1}{\pi} \int_{-x}^{2 \pi-x} f(x+\sigma) D_{n}(\sigma) \mathrm{d} \sigma \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+\sigma) D_{n}(\sigma) \mathrm{d} \sigma \tag{6.38}
\end{align*}
$$

Since $F_{n} 1 \equiv 1$, for $n \in \mathbb{N}_{0}$, we further obtain by (6.38) the representation

[^35]\[

$$
\begin{aligned}
\left(F_{n} f\right)(x)-f(x) & =\frac{1}{\pi} \int_{-\pi}^{\pi}[f(x+\sigma)-f(x)] D_{n}(\sigma) \mathrm{d} \sigma \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi} g_{x}(\sigma) \cdot \sin ((n+1 / 2) \sigma) \mathrm{d} \sigma
\end{aligned}
$$
\]

for the pointwise error at $x \in \mathbb{R}$, where

$$
\begin{equation*}
g_{x}(\sigma):=\frac{f(x+\sigma)-f(x)}{2 \sin (\sigma / 2)} . \tag{6.39}
\end{equation*}
$$

By using the trigonometric addition formula

$$
\sin (n \sigma+\sigma / 2)=\sin (n \sigma) \cos (\sigma / 2)+\cos (n \sigma) \sin (\sigma / 2)
$$

we can rewrite the representation for the pointwise error as a sum of the form

$$
\begin{aligned}
& \left(F_{n} f\right)(x)-f(x) \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi} g_{x}(\sigma) \cos (\sigma / 2) \cdot \sin (n \sigma) \mathrm{d} \sigma+\frac{1}{\pi} \int_{-\pi}^{\pi} g_{x}(\sigma) \sin (\sigma / 2) \cdot \cos (n \sigma) \mathrm{d} \sigma \\
& =b_{n}\left(g_{x}(\cdot) \cos (\cdot / 2)\right)+a_{n}\left(g_{x}(\cdot) \sin (\cdot / 2)\right)
\end{aligned}
$$

with the Fourier coefficients $b_{n}\left(v_{x}\right)$ and $a_{n}\left(w_{x}\right)$ of the $2 \pi$-periodic functions

$$
\begin{aligned}
v_{x}(\sigma) & =g_{x}(\sigma) \cos (\sigma / 2) \\
w_{x}(\sigma) & =g_{x}(\sigma) \sin (\sigma / 2)
\end{aligned}
$$

Suppose $g_{x}(\sigma)$ is a continuous function. Then, $v_{x}, w_{x} \in \mathscr{C}_{2 \pi}$. Moreover, by the Parseval identity, we have in this case

$$
\left\|v_{x}\right\|_{\mathbb{C}}^{2}=\sum_{n \in \mathbb{Z}}\left|\left(v_{x}, \exp (\mathrm{i} n \cdot)\right)\right|^{2}<\infty \text { and }\left\|w_{x}\right\|_{\mathbb{C}}^{2}=\sum_{n \in \mathbb{Z}}\left|\left(w_{x}, \exp (\mathrm{i} n \cdot)\right)\right|^{2}<\infty
$$

so that the Fourier coefficients $\left(b_{n}\left(v_{x}\right)\right)_{n \in \mathbb{Z}}$ and $\left(a_{n}\left(w_{x}\right)\right)_{n \in \mathbb{Z}}$ are a zero sequence, respectively, whereby the pointwise convergence of $\left(F_{n} f\right)(x)$ to $f(x)$ at $x$ would follow.

Now we are in a position where we can, from our above investigations, formulate a sufficient condition for $f \in \mathscr{C}_{2 \pi}$ which guarantees pointwise convergence of $\left(F_{n} f\right)(x)$ to $f(x)$ at $x \in \mathbb{R}$.

Theorem 6.48. Let $f \in \mathscr{C}_{2 \pi}$ be differentiable at $x \in \mathbb{R}$. Then, we have pointwise convergence of $\left(F_{n} f\right)(x)$ to $f(x)$ at $x$, i.e.,

$$
\left(F_{n} f\right)(x) \longrightarrow f(x) \quad \text { for } n \rightarrow \infty
$$

Proof. First note that the function $g_{x}$ in (6.39) can only have singularities at $\sigma_{k}=2 \pi k$, for $k \in \mathbb{Z}$. Now we analyze the behaviour of $g_{x}$ around zero, where we find

$$
\begin{aligned}
\lim _{\sigma \rightarrow 0} g_{x}(\sigma) & =\lim _{\sigma \rightarrow 0} \frac{f(x+\sigma)-f(x)}{2 \sin (\sigma / 2)}=\lim _{\sigma \rightarrow 0} \frac{f(x+\sigma)-f(x)}{\sigma} \cdot \lim _{\sigma \rightarrow 0} \frac{\sigma}{2 \sin (\sigma / 2)} \\
& =f^{\prime}(x)
\end{aligned}
$$

by using L'Hôpital's ${ }^{6}$ rule. Therefore, the function $g_{x}$ is continuous at $\sigma=0$. By the periodicity of $g_{x}$ and $f$, we see that the function $g_{x}$ is also continuous at $\sigma=2 \pi k$, for all $k \in \mathbb{Z}$, whereby $g_{x}$ is continuous on $\mathbb{R}$.

### 6.3.4 Asymptotic Behaviour of the Fourier Operator Norms

Now let us return to the uniform convergence of Fourier partial sums, where the following question is of particular importance.

Question: Can we, under mild as possible conditions on $f \in \mathscr{C}_{2 \pi} \backslash \mathscr{C}_{2 \pi}^{1}$, prove statements concerning uniform convergence of the Fourier partial sums $F_{n} f$ ?

To answer this question, we need to analyze the norm $\left\|F_{n}\right\|_{\infty}$ of the Fourier operator $F_{n}$ with respect to the maximum norm $\|\cdot\|_{\infty}$. To this end, we first derive a suitable representation for the operator norm

$$
\begin{equation*}
\left\|F_{n}\right\|_{\infty}:=\sup _{f \in \mathscr{C}_{2 \pi} \backslash\{0\}} \frac{\left\|F_{n} f\right\|_{\infty}}{\|f\|_{\infty}} \quad \text { for } n \in \mathbb{N}_{0} \tag{6.40}
\end{equation*}
$$

before we study the asymptotic behaviour of $\left\|F_{n}\right\|_{\infty}$ for $n \rightarrow \infty$.
From (6.38), we obtain the uniform estimate

$$
\begin{equation*}
\left|\left(F_{n} f\right)(x)\right| \leq \frac{1}{\pi}\|f\|_{\infty} \int_{-\pi}^{\pi}\left|D_{n}(\sigma)\right| \mathrm{d} \sigma=\|f\|_{\infty} \cdot \frac{2}{\pi} \int_{0}^{\pi}\left|D_{n}(\sigma)\right| \mathrm{d} \sigma \tag{6.41}
\end{equation*}
$$

This leads us to a suitable representation for the norm $\left\|F_{n}\right\|_{\infty}$ of $F_{n}$ in (6.40).
Theorem 6.49. The norm of the Fourier operator $F_{n}$ has the representation

$$
\left\|F_{n}\right\|_{\infty}=\lambda_{n} \quad \text { for all } n \in \mathbb{N}_{0}
$$

where

$$
\begin{equation*}
\lambda_{n}:=\frac{2}{\pi} \int_{0}^{\pi}\left|D_{n}(\sigma)\right| \mathrm{d} \sigma=\frac{1}{\pi} \int_{0}^{\pi}\left|\frac{\sin ((n+1 / 2) \sigma)}{\sin (\sigma / 2)}\right| \mathrm{d} \sigma \tag{6.42}
\end{equation*}
$$

is called Lebesgue ${ }^{7}$ constant.
Proof. From (6.41), we immediately obtain

$$
\left\|F_{n} f\right\|_{\infty} \leq\|f\|_{\infty} \cdot \lambda_{n}
$$

[^36]and so we have, on the one hand, the upper bound $\left\|F_{n}\right\|_{\infty} \leq \lambda_{n}$.
On the other hand, we can choose, for any $\varepsilon>0$ an even $2 \pi$-periodic continuous function $f$ satisfying $\|f\|_{\infty}=1$, such that $f$ approximates the even step function $\operatorname{sgn}\left(D_{n}(x)\right)$ arbitrarily well, i.e.,
\[

$$
\begin{aligned}
\left\|F_{n}\right\|_{\infty} \geq\left\|F_{n} f\right\|_{\infty} \geq\left|\left(F_{n} f\right)(0)\right| & =\frac{1}{\pi}\left|\int_{-\pi}^{\pi} f(\sigma) D_{n}(\sigma) \mathrm{d} \sigma\right| \\
& \geq \frac{1}{\pi}\left|\int_{-\pi}^{\pi} \operatorname{sgn}\left(D_{n}(\sigma)\right) D_{n}(\sigma) \mathrm{d} \sigma\right|-\varepsilon \\
& =\frac{2}{\pi} \int_{0}^{\pi}\left|D_{n}(\sigma)\right| \mathrm{d} \sigma-\varepsilon \\
& =\lambda_{n}-\varepsilon
\end{aligned}
$$
\]

whereby for $\varepsilon \rightarrow 0$ we have the lower bound $\left\|F_{n}\right\|_{\infty} \geq \lambda_{n}$.
Altogether, we find $\left\|F_{n}\right\|_{\infty}=\lambda_{n}$, as stated.
Remark 6.50. To obtain uniform convergence,

$$
\left\|F_{n} f-f\right\|_{\infty} \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

for all $f \in \mathscr{C}_{2 \pi}$, we require the Fourier operator norms $\left\|F_{n}\right\|_{\infty}=\lambda_{n}$ to be uniformly bounded from above. We can see this from the triangle inequality

$$
\left\|F_{n} f\right\|_{\infty} \leq\left\|F_{n} f-f\right\|_{\infty}+\|f\|_{\infty}
$$

Indeed, if the norms $\left\|F_{n}\right\|_{\infty}$ are not uniformly bounded from above, then there must be at least one $f \in \mathscr{C}_{2 \pi}$ yielding divergence $\left\|F_{n} f\right\|_{\infty} \longrightarrow \infty$ for $n \rightarrow \infty$, in which case the sequence of error norms $\left\|F_{n} f-f\right\|_{\infty}$ must be divergent, i.e., $\left\|F_{n} f-f\right\|_{\infty} \longrightarrow \infty$ for $n \rightarrow \infty$.

Unfortunately, the operator norms $\left\|F_{n}\right\|_{\infty}$ are not uniformly bounded from above. This is because we have the following estimates for $\lambda_{n}=\left\|F_{n}\right\|_{\infty}$.

Theorem 6.51. For the Lebesgue constants $\lambda_{n}$ in (6.42), we have

$$
\begin{equation*}
\frac{4}{\pi^{2}} \log (n+1) \leq \lambda_{n} \leq 1+\log (2 n+1) \quad \text { for all } n \in \mathbb{N}_{0} \tag{6.43}
\end{equation*}
$$

Proof. For $n=0$, the estimates in (6.43) are satisfied by $\lambda_{0}=1$.
Now suppose $n \geq 1$. For the zeros

$$
\sigma_{k}=\frac{k \pi}{n+1 / 2} \quad \text { for } k \in \mathbb{Z}
$$

of $D_{n}(\sigma)$ in (6.37) we obtain, on the one hand, the lower estimates

$$
\begin{align*}
\lambda_{n} & \geq \frac{1}{\pi} \sum_{k=0}^{n-1} \int_{\sigma_{k}}^{\sigma_{k+1}}\left|\frac{\sin ((n+1 / 2) \sigma)}{\sin (\sigma / 2)}\right| \mathrm{d} \sigma \\
& \geq \frac{2}{\pi} \sum_{k=0}^{n-1} \frac{1}{\sigma_{k+1}} \int_{\sigma_{k}}^{\sigma_{k+1}}|\sin ((n+1 / 2) \sigma)| \mathrm{d} \sigma  \tag{6.44}\\
& =\frac{4}{\pi^{2}} \sum_{k=0}^{n-1} \frac{1}{k+1} \\
& \geq \frac{4}{\pi^{2}} \log (n+1) \tag{6.45}
\end{align*}
$$

where we have used the estimate

$$
|\sin (\sigma / 2)| \leq|\sigma / 2| \quad \text { for all } \sigma \in \mathbb{R}
$$

in (6.44) and, moreover, we have used the estimate

$$
\sum_{k=0}^{n-1} \frac{1}{k+1} \geq \log (n+1) \quad \text { for all } n \in \mathbb{N}
$$

in (6.45).
On the other hand, we have for the integrand in (6.42) the estimates

$$
\left|\frac{\sin ((n+1 / 2) \sigma)}{\sin (\sigma / 2)}\right|=\left|2\left[\frac{1}{2}+\sum_{j=1}^{n} \cos (j \sigma)\right]\right|=\left|1+2 \sum_{j=1}^{n} \cos (j \sigma)\right| \leq 1+2 n
$$

see (6.35), and, moreover,

$$
\left|\frac{\sin ((n+1 / 2) \sigma)}{\sin (\sigma / 2)}\right| \leq \frac{1}{\sigma / \pi}=\frac{\pi}{\sigma} \quad \text { for } \pi \geq \sigma \geq \frac{\pi}{2 n+1}=: \mu_{n}
$$

where we have used the estimate

$$
\sin (\sigma / 2) \geq \sigma / \pi \quad \text { for all } \sigma \in[0, \pi]
$$

But this already implies the upper bound

$$
\begin{aligned}
\lambda_{n} & \leq \frac{1}{\pi}\left(\int_{0}^{\mu_{n}}(2 n+1) \mathrm{d} \sigma+\int_{\mu_{n}}^{\pi} \frac{\pi}{\sigma} \mathrm{d} \sigma\right) \\
& =(2 n+1) \frac{\mu_{n}}{\pi}+\log \left(\pi / \mu_{n}\right)=1+\log (2 n+1)
\end{aligned}
$$

Since $\left\|F_{n}\right\|_{\infty}$ is unbounded, we can conclude from Remark 6.50, that there exists at least one function $f \in \mathscr{C}_{2 \pi}$ for which the sequence of Fourier partial sums $F_{n} f$ does not converge uniformly to $f$. This fundamental insight is based on the important uniform boundedness principle of Banach-Steinhaus.

### 6.3.5 Uniform Boundedness Principle

Let us first quote the Banach ${ }^{8}$-Steinhaus ${ }^{9}$ theorem, a well-known result from functional analysis, before we draw relevant conclusions. We will not prove the Banach-Steinhaus theorem, but rather refer the reader to the textbook [33].

Theorem 6.52. (Banach-Steinhaus, 1927).
Let $\left(L_{n}\right)_{n \in \mathbb{N}}$ be a sequence of bounded linear operators

$$
L_{n}: \mathcal{B}_{1} \longrightarrow \mathcal{B}_{2} \quad \text { for } n \in \mathbb{N}
$$

between two Banach spaces $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$. Moreover, suppose the operators $L_{n}$ are pointwise bounded, i.e., for any $f \in \mathcal{B}_{1}$ we have

$$
\sup _{n \in \mathbb{N}}\left\|L_{n} f\right\|<\infty
$$

Then, the uniform boundedness principle holds for the operators $L_{n}$, i.e.,

$$
\sup _{n \in \mathbb{N}}\left\|L_{n}\right\|<\infty
$$

In conclusion, by the Banach-Steinhaus theorem, the pointwise boundedness of the operators $\left(L_{n}\right)_{n \in \mathbb{N}}$ implies their uniform boundedness. But this has negative consequences for the approximation with Fourier partial sums. We can further explain this by providing the following corollary.

Corollary 6.53. There is a function $f \in \mathscr{C}_{2 \pi}$ for which the sequence $\left(F_{n} f\right)_{n \in \mathbb{N}}$ of Fourier partial sums does not converge uniformly to $f$, i.e.,

$$
\left\|F_{n} f-f\right\|_{\infty} \longrightarrow \infty \quad \text { for } n \rightarrow \infty
$$

Moreover, for this $f$, we have the divergence

$$
\left\|F_{n} f\right\|_{\infty} \longrightarrow \infty \quad \text { for } n \rightarrow \infty
$$

Proof. The function space $\mathscr{C}_{2 \pi}$, equipped with the maximum norm $\|\cdot\|_{\infty}$, is a Banach space. By the divergence $\left\|F_{n}\right\|_{\infty}=\lambda_{n} \longrightarrow \infty$ for $n \rightarrow \infty$, there is one $f \in \mathscr{C}_{2 \pi}$ with $\left\|F_{n} f\right\|_{\infty} \longrightarrow \infty$ for $n \rightarrow \infty$. Indeed, otherwise this would contradict the Banach-Steinhaus theorem. Now the estimate

$$
\left\|F_{n} f-f\right\|_{\infty} \geq\left\|F_{n} f\right\|_{\infty}-\|f\|_{\infty}
$$

immediately implies, for this $f$, the stated divergence $\left\|F_{n} f-f\right\|_{\infty} \longrightarrow \infty$, for $n \rightarrow \infty$, of the Fourier partial sums' maximum norms.

[^37]Next, we show the norm minimality of the Fourier operator $F_{n}$ among all surjective projection operators onto the linear space of trigonometric polynomials $\mathcal{T}_{n}$. The following result dates back to Charshiladse-Losinski.

Theorem 6.54. (Charshiladse-Losinski).
For $n \in \mathbb{N}_{0}$, let $L: \mathscr{C}_{2 \pi} \longrightarrow \mathcal{T}_{n}$ be a continuous linear projection operator, i.e.,

$$
L(L f)=L(f) \quad \text { for all } f \in \mathscr{C}_{2 \pi}
$$

Moreover, suppose $L$ is surjective, i.e., $L\left(\mathscr{C}_{2 \pi}\right)=\mathcal{T}_{n}$. Then, we have

$$
\|L\|_{\infty} \geq\left\|F_{n}\right\|_{\infty}
$$

Proof. We define for $s \in \mathbb{R}$ the translation operator $T_{s}$ by

$$
\left(T_{s} f\right)(x):=f(x+s) \quad \text { for } f \in \mathscr{C}_{2 \pi} \text { and } x \in \mathbb{R}
$$

Note that $\left\|T_{s}\right\|_{\infty}=1$. Moreover, we define a linear operator $G$ by

$$
\begin{equation*}
(G f)(x):=\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left(T_{-s} L T_{s} f\right)(x) \mathrm{d} s \quad \text { for } f \in \mathscr{C}_{2 \pi} \text { and } x \in \mathbb{R} \tag{6.46}
\end{equation*}
$$

Then, $G: \mathscr{C}_{2 \pi} \longrightarrow \mathcal{T}_{n}$ is bounded (i.e., continuous) on $\mathscr{C}_{2 \pi}$, since we have

$$
|(G f)(x)| \leq\left\|T_{-s} L T_{s} f\right\|_{\infty} \leq\left\|T_{-s}\right\|_{\infty}\|L\|_{\infty}\left\|T_{s}\right\|_{\infty}\|f\|_{\infty}=\|L\|_{\infty}\|f\|_{\infty}
$$

and so $\|G f\|_{\infty} \leq\|L\|_{\infty}\|f\|_{\infty}$ for all $f \in \mathcal{T}_{n}$, or,

$$
\|G\|_{\infty} \leq\|L\|_{\infty}
$$

Now the operator $G$ coincides on $\mathscr{C}_{2 \pi}$ with the Fourier operator $F_{n}$, as we will show by the following lemma. This then completes our proof.

Lemma 6.55. Suppose the operator $L: \mathscr{C}_{2 \pi} \longrightarrow \mathcal{T}_{n}$ satisfies the assumptions in Theorem 6.54. Then, the operator $G$ in (6.46) coincides on $\mathscr{C}_{2 \pi}$ with the Fourier operator $F_{n}: \mathscr{C}_{2 \pi} \longrightarrow \mathcal{T}_{n}$, i.e., we have

$$
G f=F_{n} f \quad \text { for all } f \in \mathscr{C}_{2 \pi}
$$

Proof. We obtain the extension $L: \mathscr{C}_{2 \pi}^{\mathbb{C}} \longrightarrow \mathcal{T}_{n}^{\mathbb{C}}$ of the operator $L$ by letting

$$
L f:=L u+\mathrm{i} L v \quad \text { for } f=u+\mathrm{i} v \in \mathscr{C}_{2 \pi}^{\mathbb{C}} \text { where } u, v \in \mathscr{C}_{2 \pi}^{\mathbb{R}}=\mathscr{C}_{2 \pi}
$$

In this way, the extension of $G$ in (6.46) from $\mathscr{C}_{2 \pi}$ to $\mathscr{C}_{2 \pi}^{\mathbb{C}}$ is well-defined. Moreover, we work with the extension of $F_{n}$ from $\mathscr{C}_{2 \pi}$ to $\mathscr{C}_{2 \pi}^{\mathbb{C}}$.

Since the orthonormal system $\left\{\mathrm{e}^{\mathrm{i} j \cdot} \mid j \in \mathbb{Z}\right\}$ is complete in $\mathscr{C}_{2 \pi}^{\mathbb{C}}$ (cf. Remark 6.42 and Exercise 6.89) and by the continuity of the linear operators $F_{n}: \mathscr{C}_{2 \pi}^{\mathbb{C}} \longrightarrow \mathcal{T}_{n}^{\mathbb{C}}$ and $G: \mathscr{C}_{2 \pi}^{\mathbb{C}} \longrightarrow \mathcal{T}_{n}^{\mathbb{C}}$, it is sufficient to show the identity

$$
\begin{equation*}
G\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)=F_{n}\left(\mathrm{e}^{\mathrm{i} j \cdot}\right) \quad \text { for all } j \in \mathbb{Z} . \tag{6.47}
\end{equation*}
$$

To this end, we take a closer look at the operator $G$. First we note

$$
\left(T_{s}\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)=\mathrm{e}^{\mathrm{i} j(x+s)}=\mathrm{e}^{\mathrm{i} j x} \mathrm{e}^{\mathrm{i} j s}
$$

and this implies

$$
\left(L T_{s}\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)=\mathrm{e}^{\mathrm{i} j s}\left(L \mathrm{e}^{\mathrm{i} j \cdot}\right)(x)
$$

and, moreover,

$$
\begin{equation*}
\left(T_{-s} L T_{s}\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)=\mathrm{e}^{\mathrm{i} j s}\left(L \mathrm{e}^{\mathrm{i} j \cdot}\right)(x-s) \tag{6.48}
\end{equation*}
$$

Case 1: For $|j| \leq n$, we have (since $L$ is surjective)

$$
(L f)(x)=\mathrm{e}^{\mathrm{i} j x} \in \mathcal{T}_{n}^{\mathbb{C}}
$$

for one $f \in \mathscr{C}_{2 \pi}^{\mathbb{C}}$. Together with the projection property $L(L f)=L f$, this implies (for this particular $f$ ) the identity

$$
(L(L f))(x)=\left(L\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)=(L f)(x)=\mathrm{e}^{\mathrm{i} j x}
$$

i.e., $\left(L\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)=\mathrm{e}^{\mathrm{i} j x}$. In combination with (6.48), we further obtain

$$
\left(T_{-s} L T_{s}\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)=\mathrm{e}^{\mathrm{i} j s} \mathrm{e}^{\mathrm{i} j(x-s)}=\mathrm{e}^{\mathrm{i} j x}
$$

and so

$$
\left(G\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathrm{e}^{\mathrm{i} j x} \mathrm{~d} s=\mathrm{e}^{\mathrm{i} j x}=\left(F_{n}\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)
$$

Case 2: For $|j|>n$, we have $\left(F_{n}\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)=0$. Moreover, the function $\mathrm{e}^{\mathrm{i} j s}$ is orthogonal to the trigonometric polynomial $\left(L\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x-s) \in \mathcal{T}_{n}^{\mathbb{C}}$. From this and by (6.48), we obtain

$$
\left(G\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathrm{e}^{\mathrm{i} j s}\left(L\left(\mathrm{e}^{\mathrm{i} j \cdot}\right)\right)(x-s) \mathrm{d} s=0 .
$$

Altogether, the identity (6.47) holds, as stated.
Obviously, the result of Theorem 6.54 makes our situation worse. Indeed, we can formulate one more negative consequence from the CharshiladseLosinski theorem.

Corollary 6.56. Let $\left(L_{n}\right)_{n \in \mathbb{N}_{0}}$ be a sequence of continuous and surjective linear projection operators $L_{n}: \mathscr{C}_{2 \pi} \longrightarrow \mathcal{T}_{n}$. Then, there is a function $f \in \mathscr{C}_{2 \pi}$ satisfying

$$
\left\|L_{n} f\right\|_{\infty} \longrightarrow \infty \quad \text { for } n \rightarrow \infty
$$

whereby

$$
\left\|L_{n} f-f\right\|_{\infty} \longrightarrow \infty \quad \text { for } n \rightarrow \infty
$$

Corollary 6.56 can be proven by similar arguments as for Corollary 6.53.
We finally draw another negative conclusion from the Banach-Steinhaus theorem, which prohibits uniform convergence for sequences of interpolation polynomials. The following important result is due to Faber ${ }^{10}$ [23].

Theorem 6.57. (Faber, 1914). For any sequence $\left(I_{n}\right)_{n \in \mathbb{N}_{0}}$ of interpolation operators $I_{n}: \mathscr{C}[a, b] \longrightarrow \mathcal{P}_{n}$, there is a continuous function $f \in \mathscr{C}[a, b]$, for which the corresponding sequence $\left(I_{n} f\right)_{n \in \mathbb{N}_{0}}$ of interpolation polynomials $I_{n} f \in \mathcal{P}_{n}$ does not converge uniformly to $f$.

For a proof of the Faber theorem, we refer to Exercise 6.93.

### 6.4 The Jackson Theorems

In this section, we analyze the asymptotic behaviour of the minimal distances

$$
\begin{array}{lc}
\eta_{\infty}\left(f, \mathcal{T}_{n}\right):=\inf _{T \in \mathcal{T}_{n}}\|T-f\|_{\infty} & \text { for } f \in \mathscr{C}_{2 \pi} \\
\eta_{\infty}\left(f, \mathcal{P}_{n}\right):=\inf _{p \in \mathcal{P}_{n}}\|p-f\|_{\infty} & \text { for } f \in \mathscr{C}[a, b]
\end{array}
$$

for $n \rightarrow \infty$ with respect to the maximum norm $\|\cdot\|_{\infty}$. According to the Weierstrass theorems, Corollaries 6.12 and 6.17 , we can rely on the convergence

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \longrightarrow 0 \quad \text { and } \quad \eta_{\infty}\left(f, \mathcal{P}_{n}\right) \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

In this section, we quantify the asymptotic decay of the zero sequences $\left(\eta_{\infty}\left(f, \mathcal{T}_{n}\right)\right)_{n \in \mathbb{N}_{0}}$ and $\left(\eta_{\infty}\left(f, \mathcal{P}_{n}\right)\right)_{n \in \mathbb{N}_{0}}$ for $n \rightarrow \infty$.

We begin our analysis with the trigonometric case, i.e., with the asymptotic behaviour of $\left(\eta_{\infty}\left(f, \mathcal{T}_{n}\right)\right)_{n \in \mathbb{N}_{0}}$. On this occasion, we first recall the convergence rates of the Fourier partial sums $F_{n} f$ for $f \in \mathscr{C}_{2 \pi}$. By the estimate

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq\left\|F_{n} f-f\right\|_{\infty} \quad \text { for } n \in \mathbb{N}_{0}
$$

we expect for $f \in \mathscr{C}_{2 \pi}^{k}, k \geq 1$, at least the convergence rate $k-1$, according to Corollary 6.47. However, as it turns out, we gain even more. In fact, we will obtain the convergence rate $k$, i.e.,

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right)=\mathcal{O}\left(n^{-k}\right) \quad \text { for } n \rightarrow \infty \quad \text { for } f \in \mathscr{C}_{2 \pi}^{k}
$$

Note that this complies with the convergence behaviour of Fourier partial sums $F_{n} f$ with respect to the Euclidean norm $\|\cdot\|$. Indeed, in that case, we have, by Theorem 6.44, the asymptotic behaviour

$$
\eta\left(f, \mathcal{T}_{n}\right)=o\left(n^{-k}\right) \quad \text { for } n \rightarrow \infty \quad \text { for } f \in \mathscr{C}_{2 \pi}^{k}
$$

For an intermediate conclusion, we note one important principle:
The smoother $f \in \mathscr{C}_{2 \pi}^{k}$ is, i.e., the larger $k \in \mathbb{N}$, the faster the convergence of the minimal distances $\eta\left(f, \mathcal{T}_{n}\right)$ and $\eta_{\infty}\left(f, \mathcal{T}_{n}\right)$ to zero, for $n \rightarrow \infty$.

[^38]Remark 6.58. On this occasion, we recall Remark 6.45 , where we had drawn a similar conclusion for the approximation by Fourier partial sums with respect to the Euclidean norm. As regards our above intermediate conclusion, we remark that the converse of that principle is covered by the classical Bernstein theorems (see e.g. [11]), albeit we decided to refrain from discussing Bernstein theorems in more details.

In this section, we develop suitable conditions on $f \in \mathscr{C}_{2 \pi} \backslash \mathscr{C}_{2 \pi}^{1}$, under which the sequence $\left(F_{n} f\right)_{n \in \mathbb{N}_{0}}$ of Fourier partial sums converges uniformly to $f$. In this way, we give an answer to the question which we formulated at the outset of Section 6.3.4. But first we require some preparations. Let $\Pi_{n}: \mathscr{C}_{2 \pi} \longrightarrow \mathcal{T}_{n}$ denote the nonlinear projection operator, which assigns $f \in \mathscr{C}_{2 \pi}$ to its unique best approximation $\Pi_{n} f \in \mathcal{T}_{n}$ with respect to the maximum norm $\|\cdot\|_{\infty}$, so that

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right)=\left\|\Pi_{n} f-f\right\|_{\infty} \quad \text { for all } f \in \mathscr{C}_{2 \pi}
$$

Then, we have the estimate

$$
\begin{align*}
\left\|F_{n} f-f\right\|_{\infty} & =\left\|F_{n} f-\Pi_{n} f+\Pi_{n} f-f\right\|_{\infty} \\
& =\left\|F_{n}\left(f-\Pi_{n} f\right)+\left(\Pi_{n} f-f\right)\right\|_{\infty} \\
& =\left\|\left(I-F_{n}\right)\left(\Pi_{n} f-f\right)\right\|_{\infty} \\
& \leq\left\|I-F_{n}\right\|_{\infty} \cdot\left\|\Pi_{n} f-f\right\|_{\infty} \\
& =\left\|I-F_{n}\right\|_{\infty} \cdot \eta_{\infty}\left(f, \mathcal{T}_{n}\right) \tag{6.49}
\end{align*}
$$

where $I$ denotes the identity on $\mathscr{C}_{2 \pi}$. By Theorem 6.51 the sequence of operator norms $\left\|F_{n}\right\|_{\infty}=\lambda_{n}$ diverges logarithmically, so that

$$
\begin{equation*}
\left\|I-F_{n}\right\|_{\infty} \leq\|I\|_{\infty}+\left\|F_{n}\right\|_{\infty}=\mathcal{O}(\log (n)) \quad \text { for } n \rightarrow \infty \tag{6.50}
\end{equation*}
$$

On the ground of this observation, the asymptotic analysis of the minimal distances $\eta_{\infty}\left(f, \mathcal{T}_{n}\right)$ is of primary interest: Namely, if we can show, for $f \in \mathscr{C}_{2 \pi}$, that the sequence $\left(\eta_{\infty}\left(f, \mathcal{T}_{n}\right)\right)_{n \in \mathbb{N}_{0}}$ converges to zero at least algebraically, so that

$$
\begin{equation*}
\log (n) \cdot \eta_{\infty}\left(f, \mathcal{T}_{n}\right) \longrightarrow 0 \quad \text { for } n \rightarrow \infty \tag{6.51}
\end{equation*}
$$

then the sequence $\left(F_{n} f\right)_{n \in \mathbb{N}_{0}}$ converges by (6.49) and (6.50) uniformly to $f$.
To this end, the following inequalities of Jackson ${ }^{11}$ are indeed very useful.
We begin our asymptotic analysis of the minimal distances $\eta_{\infty}\left(f, \mathcal{T}_{n}\right)$ for continuously differentiable functions $f \in \mathscr{C}_{2 \pi}^{1}$. Recall that in this case the uniform convergence of the Fourier partial sums $F_{n} f$ to $f$ is already guaranteed by Corollary 6.46 and quantified by Corollary 6.47. Nevertheless, the following Jackson theorem is of fundamental importance for further investigations concerning convergence rates of the minimal distance $\left(\eta_{\infty}\left(f, \mathcal{T}_{n}\right)\right)_{n \in \mathbb{N}_{0}}$.
${ }^{11}$ Dunham Jackson (1888-1946), US-American mathematician

Theorem 6.59. (Jackson 1). For $f \in \mathscr{C}_{2 \pi}^{1}$, we have

$$
\begin{equation*}
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq \frac{\pi}{2(n+1)}\left\|f^{\prime}\right\|_{\infty}=\mathcal{O}\left(n^{-1}\right) \quad \text { for } n \rightarrow \infty \tag{6.52}
\end{equation*}
$$

Remark 6.60. The estimate of Jackson 1, Theorem 6.59, is sharp, i.e., there is a function $f \in \mathscr{C}_{2 \pi}^{1} \backslash \mathcal{T}_{n}$ for which equality holds in (6.52). For more details, we refer to Exercise 6.95.

Our proof for Theorem 6.59 is based on the following two lemmas.
Lemma 6.61. We have

$$
\begin{equation*}
\min _{a_{1}, \ldots, a_{n} \in \mathbb{R}} \int_{0}^{\pi}\left|\xi-\sum_{j=1}^{n} a_{j} \sin (j \xi)\right| \mathrm{d} \xi=\frac{\pi^{2}}{2(n+1)} \tag{6.53}
\end{equation*}
$$

Lemma 6.62. For $A_{1}, \ldots, A_{n} \in \mathbb{R}$, let $L_{n}: \mathscr{C}_{2 \pi} \longrightarrow \mathcal{T}_{n}$ be a linear operator of the form

$$
\begin{equation*}
\left(L_{n} f\right)(x):=\frac{a_{0}}{2}+\sum_{j=1}^{n} A_{j}\left[a_{j} \cos (j x)+b_{j} \sin (j x)\right] \quad \text { for } f \in \mathscr{C}_{2 \pi} \tag{6.54}
\end{equation*}
$$

where $a_{0}=(f, 1), a_{j}=(f, \cos (j \cdot))$ and $b_{j}=(f, \sin (j \cdot))$, for $1 \leq j \leq n$, are the Fourier coefficients of $f$ in (6.29). Then we have, for $f \in \mathscr{C}_{2 \pi}^{1}$, the error representation

$$
\begin{equation*}
\left(L_{n} f-f\right)(x)=\frac{1}{\pi} \int_{-\pi}^{\pi}\left[\frac{\xi}{2}+\sum_{j=1}^{n} \frac{(-1)^{j}}{j} A_{j} \sin (j \xi)\right] f^{\prime}(x+\pi-\xi) \mathrm{d} \xi \tag{6.55}
\end{equation*}
$$

Now we can prove the statement of Jackson 1, Theorem 6.59.
Proof. (Jackson 1). For $f \in \mathscr{C}_{2 \pi}^{1}$, we have for the minimal distance

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right)=\inf _{T \in \mathcal{T}_{n}}\|T-f\|_{\infty}
$$

the estimate

$$
\begin{aligned}
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) & \leq\left\|L_{n} f-f\right\|_{\infty} \\
& \leq\left\|f^{\prime}\right\|_{\infty} \cdot \frac{1}{\pi} \int_{-\pi}^{\pi}\left|\frac{\xi}{2}+\sum_{j=1}^{n} \frac{(-1)^{j}}{j} A_{j} \sin (j \xi)\right| \mathrm{d} \xi \\
& =\left\|f^{\prime}\right\|_{\infty} \cdot \frac{1}{\pi} \int_{0}^{\pi}\left|\xi+\sum_{j=1}^{n} \frac{2(-1)^{j}}{j} A_{j} \sin (j \xi)\right| \mathrm{d} \xi \\
& =\left\|f^{\prime}\right\|_{\infty} \cdot \frac{1}{\pi} \cdot \frac{\pi^{2}}{2(n+1)} \\
& =\left\|f^{\prime}\right\|_{\infty} \cdot \frac{\pi}{2(n+1)},
\end{aligned}
$$

where in the second line we use the error representation (6.55). Moreover, in the penultimate line we choose optimal coefficients $A_{1}, \ldots, A_{n}$ according to (6.53).

Now let us prove the two lemmas.
Proof. (Lemma 6.62). Suppose $f \in \mathscr{C}_{2 \pi}^{1}$. We use the notation

$$
g(\xi):=\frac{\xi}{2}+\sum_{j=1}^{n} \frac{(-1)^{j}}{j} A_{j} \sin (j \xi)
$$

for the first factor of the integrand in (6.55). This way we obtain

$$
\begin{aligned}
& \frac{1}{\pi} \int_{-\pi}^{\pi} g(\xi) f^{\prime}(x+\pi-\xi) \mathrm{d} \xi \\
& =-\frac{1}{\pi}[g(\xi) f(x+\pi-\xi)]_{\xi=-\pi}^{\xi=\pi}+\frac{1}{\pi} \int_{-\pi}^{\pi} g^{\prime}(\xi) f(x+\pi-\xi) \mathrm{d} \xi \\
& =-\frac{1}{\pi} \frac{\pi}{2} f(x)-\frac{1}{\pi} \frac{\pi}{2} f(x+2 \pi)+\frac{1}{\pi} \int_{-\pi}^{\pi} g^{\prime}(x+\pi-\sigma) f(\sigma) \mathrm{d} \sigma \\
& =-f(x)+\frac{1}{\pi} \int_{-\pi}^{\pi} g^{\prime}(x+\pi-\sigma) f(\sigma) \mathrm{d} \sigma
\end{aligned}
$$

after integration by parts from the error representation (6.55). Now we have

$$
\begin{aligned}
& g^{\prime}(x+\pi-\sigma) \\
& =\frac{1}{2}+\sum_{j=1}^{n} \frac{(-1)^{j}}{j} A_{j} \cdot j \cdot \cos (j(x+\pi-\sigma)) \\
& =\frac{1}{2}+\sum_{j=1}^{n}(-1)^{j} A_{j}[\cos (j(x+\pi)) \cos (j \sigma)+\sin (j(x+\pi)) \sin (j \sigma)] \\
& =\frac{1}{2}+\sum_{j=1}^{n}(-1)^{j} A_{j}\left[(-1)^{j}(\cos (j x) \cos (j \sigma)+\sin (j x) \sin (j \sigma))\right] \\
& =\frac{1}{2}+\sum_{j=1}^{n} A_{j}[\cos (j x) \cos (j \sigma)+\sin (j x) \sin (j \sigma)]
\end{aligned}
$$

and so

$$
\begin{aligned}
\frac{1}{\pi} \int_{-\pi}^{\pi} g^{\prime}(x+\pi-\sigma) f(\sigma) \mathrm{d} \sigma & =\frac{a_{0}}{2}+\sum_{j=1}^{n} A_{j}\left[a_{j} \cos (j x)+b_{j} \sin (j x)\right] \\
& =\left(L_{n} f\right)(x)
\end{aligned}
$$

which already shows that the stated error representation holds.

Proof. (Lemma 6.61). For arbitrary $a_{1}, \ldots, a_{n} \in \mathbb{R}$, we have the estimate

$$
\begin{align*}
& \int_{0}^{\pi}\left|\xi-\sum_{j=1}^{n} a_{j} \sin (j \xi)\right| \mathrm{d} \xi \\
& \geq\left|\int_{0}^{\pi}\left[\xi-\sum_{j=1}^{n} a_{j} \sin (j \xi)\right] \operatorname{sgn}(\sin ((n+1) \xi)) \mathrm{d} \xi\right|  \tag{6.56}\\
& =\left|\int_{0}^{\pi} \xi \cdot \operatorname{sgn}(\sin ((n+1) \xi)) \mathrm{d} \xi\right|  \tag{6.57}\\
& =\left|\sum_{k=0}^{n}(-1)^{k} \int_{k \pi /(n+1)}^{(k+1) \pi /(n+1)} \xi \mathrm{d} \xi\right| \\
& =\left|\frac{1}{2} \frac{\pi^{2}}{(n+1)^{2}} \sum_{k=0}^{n}(-1)^{k}\left((k+1)^{2}-k^{2}\right)\right| \\
& =\left|\frac{\pi^{2}}{2(n+1)^{2}} \sum_{k=0}^{n}(-1)^{k}(2 k+1)\right| \\
& =\left|\frac{\pi^{2}}{2(n+1)^{2}} \cdot(n+1)\right|=\frac{\pi^{2}}{2(n+1)}
\end{align*}
$$

where for the equality in (6.57) we use the identity

$$
\begin{equation*}
\int_{0}^{\pi} \sin (j \xi) \cdot \operatorname{sgn}(\sin ((n+1) \xi)) \mathrm{d} \xi=0 \quad \text { for } j<n+1 \tag{6.58}
\end{equation*}
$$

We prove the statement (6.58) by Lemma 6.63.
For the solution of the optimization problem (6.53), we determine coefficients $a_{1}, \ldots, a_{n} \in \mathbb{R}$, such that equality holds in (6.56). In this case, the function

$$
g(\xi)=\xi-\sum_{j=1}^{n} a_{j} \sin (j \xi)
$$

must necessarily change signs at the points $\xi_{k}=k \pi /(n+1) \in(0, \pi)$, for $1 \leq k \leq n$. Indeed, this is because the function $\operatorname{sgn}(\sin ((n+1) \xi))$ has sign changes on $(0, \pi)$ only at the points $\xi_{1}, \ldots, \xi_{n}$.

Note that this requirement yields $n$ conditions on the sought coefficients $a_{1}, \ldots, a_{n} \in \mathbb{R}$, where these conditions are the interpolation conditions

$$
\begin{equation*}
\xi_{k}=\sum_{j=1}^{n} a_{j} \sin \left(j \xi_{k}\right) \quad \text { for } 1 \leq k \leq n \tag{6.59}
\end{equation*}
$$

But the interpolation problem (6.59) has a unique solution, since the trigonometric polynomials $\sin (j \cdot), 1 \leq j \leq n$, form a Haar system on $(0, \pi)$ (see Exercise 5.54).

Finally, it remains to show the identity (6.58).
Lemma 6.63. For $n \in \mathbb{N}$, we have the identity

$$
\begin{equation*}
\int_{0}^{\pi} \sin (j \xi) \cdot \operatorname{sgn}(\sin ((n+1) \xi)) \mathrm{d} \xi=0 \quad \text { for } 1 \leq j<n+1 \tag{6.60}
\end{equation*}
$$

Proof. The integrand in (6.60) is an even function. Now we regard the integral in $(6.60)$ on $[-\pi, \pi]$ (rather than on $[0, \pi]$ ). By using the identity

$$
\sin (j \xi)=\frac{1}{2 \mathrm{i}}\left(\mathrm{e}^{\mathrm{i} j \xi}-\mathrm{e}^{-\mathrm{i} j \xi}\right)
$$

it is sufficient to show

$$
\begin{equation*}
I_{j}:=\int_{-\pi}^{\pi} \mathrm{e}^{\mathrm{i} j \xi} \cdot \operatorname{sgn}(\sin ((n+1) \xi)) \mathrm{d} \xi=0 \quad \text { for } 1 \leq|j|<n+1 \tag{6.61}
\end{equation*}
$$

After the substitution $\xi=\sigma+\pi /(n+1)$ in (6.61) the representation

$$
\begin{aligned}
I_{j} & =\int_{-\pi-\pi /(n+1)}^{\pi-\pi /(n+1)} \mathrm{e}^{\mathrm{i} j(\sigma+\pi /(n+1))} \cdot \operatorname{sgn}(\sin ((n+1) \sigma+\pi)) \mathrm{d} \sigma \\
& =-\mathrm{e}^{\mathrm{i} j \pi /(n+1)} \int_{-\pi}^{\pi} \mathrm{e}^{\mathrm{i} j \sigma} \cdot \operatorname{sgn}(\sin ((n+1) \sigma)) \mathrm{d} \sigma \\
& =-\mathrm{e}^{\mathrm{i} j \pi /(n+1)} \cdot I_{j}
\end{aligned}
$$

holds. Since $-\mathrm{e}^{\mathrm{i} j \pi /(n+1)} \neq 1$, this implies $I_{j}=0$ for $1 \leq|j|<n+1$.
We wish to work with weaker conditions on $f$ (i.e., weaker than $f \in \mathscr{C}_{2 \pi}^{1}$ as in Jackson 1). In the next Jackson theorem, we only need Lipschitz ${ }^{12}$ continuity for $f$.

Definition 6.64. A function $f:[a, b] \longrightarrow \mathbb{R}$ is said to be Lipschitz continuous on $[a, b] \subset \mathbb{R}$, if there is a constant $L>0$ satisfying

$$
|f(x)-f(y)| \leq L|x-y| \quad \text { for all } x, y \in \mathbb{R}
$$

In this case, $L$ is called a Lipschitz constant of $f$ on $[a, b]$.
Remark 6.65. For a compact interval $[a, b] \subset \mathbb{R}$, every function $f \in \mathscr{C}^{1}[a, b]$ is Lipschitz continuous on $[a, b]$. Indeed, this is because in this case, the mean value theorem applies, so that for any $x, y \in[a, b]$, we have the representation

$$
f(x)-f(y)=f^{\prime}(\xi) \cdot(x-y) \quad \text { for some } \xi \in(a, b)
$$

and this implies the estimate

$$
|f(x)-f(y)| \leq\left\|f^{\prime}\right\|_{\infty} \cdot|x-y| \quad \text { for all } x, y \in[a, b]
$$

Therefore, $L=\left\|f^{\prime}\right\|_{\infty}$ is a Lipschitz constant of $f$ on $[a, b]$.
${ }^{12}$ Rudolf Lipschitz (1832-1903), German mathematician

Theorem 6.66. (Jackson 2). Let $f \in \mathscr{C}_{2 \pi}$ be Lipschitz continuous on $[0,2 \pi]$ with Lipschitz constant $L>0$. Then, we have

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq \frac{\pi \cdot L}{2(n+1)}=\mathcal{O}\left(n^{-1}\right) \quad \text { for } n \rightarrow \infty
$$

Remark 6.67. The estimate of Jackson 2, Theorem 6.66, is sharp. For more details, we refer to Exercise 6.95.

Proof. For $\delta>0$, we consider the local mean value function

$$
\begin{equation*}
\varphi_{\delta}(x)=\frac{1}{2 \delta} \int_{x-\delta}^{x+\delta} f(\xi) \mathrm{d} \xi \quad \text { for } x \in \mathbb{R} \tag{6.62}
\end{equation*}
$$

of $f$ on $(x-\delta, x+\delta)$. Then, we have

$$
\varphi_{\delta}^{\prime}(x)=\frac{f(x+\delta)-f(x-\delta)}{2 \delta} \quad \text { for all } x \in \mathbb{R}
$$

and so $\varphi_{\delta}$ is in $\mathscr{C}_{2 \pi}^{1}$. Moreover, $\varphi_{\delta}$ satisfies the uniform bound

$$
\left|\varphi_{\delta}^{\prime}(x)\right| \leq L \quad \text { for all } x \in \mathbb{R}
$$

i.e., $\left\|\varphi_{\delta}^{\prime}\right\|_{\infty} \leq L$. By Jackson 1, Theorem 6.59, this implies

$$
\eta_{\infty}\left(\varphi_{\delta}, \mathcal{T}_{n}\right) \leq \frac{\pi \cdot L}{2(n+1)}
$$

Moreover, we have

$$
\begin{aligned}
\left|\varphi_{\delta}(x)-f(x)\right| & =\frac{1}{2 \delta}\left|\int_{x-\delta}^{x+\delta}(f(\xi)-f(x)) \mathrm{d} \xi\right| \leq \frac{L}{2 \delta} \int_{x-\delta}^{x+\delta}|\xi-x| \mathrm{d} \xi \\
& =\frac{L}{2 \delta} \cdot \delta^{2}=\frac{L}{2} \cdot \delta \longrightarrow 0 \quad \text { for } \delta \rightarrow 0
\end{aligned}
$$

Now let $T^{*}\left(\varphi_{\delta}\right) \in \mathcal{T}_{n}$ be the best approximation to $\varphi_{\delta}$ from $\mathcal{T}_{n}$ with respect to $\|\cdot\|_{\infty}$, so that

$$
\eta_{\infty}\left(\varphi_{\delta}, \mathcal{T}_{n}\right)=\left\|T^{*}\left(\varphi_{\delta}\right)-\varphi_{\delta}\right\|_{\infty}
$$

Then, we have

$$
\begin{aligned}
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) & \leq\left\|T^{*}\left(\varphi_{\delta}\right)-f\right\|_{\infty} \\
& \leq\left\|T^{*}\left(\varphi_{\delta}\right)-\varphi_{\delta}\right\|_{\infty}+\left\|\varphi_{\delta}-f\right\|_{\infty} \\
& \leq \frac{\pi \cdot L}{2(n+1)}+\frac{L}{2} \cdot \delta
\end{aligned}
$$

whereby for $\delta \searrow 0$, we obtain

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq \frac{\pi \cdot L}{2(n+1)}
$$

as stated.

To obtain even weaker conditions on the target function $f \in \mathscr{C}_{2 \pi}$, we now work with the modulus of continuity.

Definition 6.68. For $[a, b] \subset \mathbb{R}$, let $f \in \mathscr{C}[a, b]$ and $\delta>0$. Then,

$$
\omega(f, \delta)=\sup _{\substack{x, x+\sigma \in[a, b] \\|\sigma| \leq \delta}}|f(x+\sigma)-f(x)|
$$

is called modulus of continuity of $f$ on $[a, b]$ with respect to $\delta$.
Remark 6.69. Note that the modulus of continuity $\omega(f, \delta)$ quantifies the local distance between the function values of $f$ uniformly on $[a, b]$. In fact, the smaller the modulus of continuity $\omega(f, \delta)$, the smaller is the local variation of $f$ on $[a, b]$. For a compact interval $[a, b] \subset \mathbb{R}$, the modulus of continuity $\omega(f, \delta)$ of $f \in \mathscr{C}[a, b]$ is finite by

$$
\omega(f, \delta) \leq 2\|f\|_{\infty,[a, b]} \quad \text { for all } b-a \geq \delta>0
$$

and, moreover, we have the convergence

$$
\omega(f, \delta) \longrightarrow 0 \quad \text { for } \delta \searrow 0
$$

For $f \in \mathscr{C}^{1}[a, b]$ and $x, x+\sigma \in[a, b]$, we have

$$
f(x+\sigma)-f(x)=\sigma \cdot f^{\prime}(\xi) \quad \text { for some } \xi \in(x, x+\sigma)
$$

by the mean value theorem, and so

$$
\omega(f, \delta) \leq \delta \cdot\left\|f^{\prime}\right\|_{\infty}
$$

For a Lipschitz continuous function $f \in \mathscr{C}[a, b]$ with Lipschitz constant $L>0$ we finally have

$$
\omega(f, \delta) \leq \delta \cdot L
$$

The following Jackson theorem gives an upper bound for the minimal distance $\eta_{\infty}\left(f, \mathcal{T}_{n}\right)$ by involving the modulus of continuity of $f \in \mathscr{C}_{2 \pi}$.

Theorem 6.70. (Jackson 3). For $f \in \mathscr{C}_{2 \pi}$, we have

$$
\begin{equation*}
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq \frac{3}{2} \cdot \omega\left(f, \frac{\pi}{n+1}\right) \tag{6.63}
\end{equation*}
$$

Remark 6.71. The estimate of Jackson 3, Theorem 6.70, is not sharp. For more details, we refer to Exercise 6.97.

Proof. For the local mean value function $\varphi_{\delta} \in \mathscr{C}_{2 \pi}^{1}$ of $f$ on $(x-\delta, x+\delta)$ in (6.62), we can give a uniform bound on the pointwise error by

$$
\left|\varphi_{\delta}(x)-f(x)\right| \leq \frac{1}{2 \delta}\left|\int_{x-\delta}^{x+\delta}(f(\xi)-f(x)) \mathrm{d} \xi\right| \leq \frac{1}{2 \delta} \cdot 2 \delta \cdot \omega(f, \delta)=\omega(f, \delta)
$$

Moreover, $\varphi_{\delta}^{\prime}$ is uniformly bounded above by

$$
\left\|\varphi_{\delta}^{\prime}\right\|_{\infty} \leq \frac{1}{2 \delta} \cdot \omega(f, 2 \delta)
$$

Now let $T^{*}\left(\varphi_{\delta}\right) \in \mathcal{T}_{n}$ be the best approximation to $\varphi_{\delta}$ from $\mathcal{T}_{n}$ with respect to $\|\cdot\|_{\infty}$. Then, by Jackson 1, Theorem 6.59, this implies for $\delta>0$ the estimate

$$
\begin{aligned}
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) & \leq\left\|T^{*}\left(\varphi_{\delta}\right)-f\right\|_{\infty} \\
& \leq\left\|T^{*}\left(\varphi_{\delta}\right)-\varphi_{\delta}\right\|_{\infty}+\left\|\varphi_{\delta}-f\right\|_{\infty} \\
& \leq \frac{\pi}{2(n+1)} \cdot \frac{1}{2 \delta} \cdot \omega(f, 2 \delta)+\omega(f, \delta) \\
& \leq \omega(f, 2 \delta)\left(\frac{\pi}{4 \delta(n+1)}+1\right) .
\end{aligned}
$$

Letting $\delta=\pi /(2(n+1))$, this gives the stated estimate in (6.63).
Next, we analyze the asymptotic decay rate of the minimal distances $\eta_{\infty}\left(f, \mathcal{T}_{n}\right)$, for smoother target functions $f$. To be more precise, we prove asymptotic convergence rates for $f \in \mathscr{C}_{2 \pi}^{k}, k \in \mathbb{N}$. Given our previous results, we can, for smoother $f \in \mathscr{C}_{2 \pi}^{k}$, i.e., for larger $k$, expect faster convergence of the zero sequence $\left(\eta_{\infty}\left(f, \mathcal{T}_{n}\right)\right)_{n \in \mathbb{N}_{0}}$. Our perception matches with the result of the following Jackson theorem.

Theorem 6.72. (Jackson 4). For $f \in \mathscr{C}_{2 \pi}^{k}, k \geq 1$, we have

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq\left(\frac{\pi}{2(n+1)}\right)^{k} \cdot\left\|f^{(k)}\right\|_{\infty}=\mathcal{O}\left(n^{-k}\right) \quad \text { for } n \rightarrow \infty
$$

Our proof for Theorem 6.72 is based on two lemmas.
Lemma 6.73. For $f \in \mathscr{C}_{2 \pi}^{1}$ and $n \in \mathbb{N}$, the estimate

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq \frac{\pi}{2(n+1)} \cdot \eta_{\infty}\left(f^{\prime}, \mathcal{T}_{n}^{\prime}\right)
$$

holds, where the linear space

$$
\mathcal{T}_{n}^{\prime}:=\operatorname{span}\{\cos (k \cdot), \sin (k \cdot) \mid 1 \leq k \leq n\} \quad \text { for } n \in \mathbb{N}
$$

consists of all trigonometric polynomials from $\mathcal{T}_{n}$ without the constants.

Remark 6.74. For $n \in \mathbb{N}$, we have

$$
\mathcal{T}_{n}^{\prime}=\left\{T^{\prime} \in \mathscr{C}_{2 \pi} \mid T \in \mathcal{T}_{n}\right\} \subset \mathcal{T}_{n}
$$

and this explains our notation $\mathcal{T}_{n}^{\prime}$. By $\mathcal{T}_{n}^{\prime} \subset \mathcal{T}_{n}$, we find the estimate

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq \eta_{\infty}\left(f, \mathcal{T}_{n}^{\prime}\right)
$$

for all $f \in \mathscr{C}_{2 \pi}$.
Proof. (Lemma 6.73). Let $T^{*} \in \mathcal{T}_{n}^{\prime}$ be best approximation to $f^{\prime}$ from $\mathcal{T}_{n}^{\prime}$. For

$$
T(x):=\int_{0}^{x} T^{*}(\xi) \mathrm{d} \xi \in \mathcal{T}_{n}
$$

we have $T^{\prime}=T^{*}$ and so

$$
\left\|(T-f)^{\prime}\right\|_{\infty}=\left\|T^{*}-f^{\prime}\right\|_{\infty}=\eta_{\infty}\left(f^{\prime}, \mathcal{T}_{n}^{\prime}\right)
$$

But this implies, by using Jackson 1, Theorem 6.59, the stated estimate: $\eta_{\infty}\left(f, \mathcal{T}_{n}\right)=\eta_{\infty}\left(T-f, \mathcal{T}_{n}\right) \leq \frac{\pi}{2(n+1)} \cdot\left\|(T-f)^{\prime}\right\|_{\infty}=\frac{\pi}{2(n+1)} \cdot \eta_{\infty}\left(f^{\prime}, \mathcal{T}_{n}^{\prime}\right)$.

Lemma 6.75. Let $f \in \mathscr{C}_{2 \pi}^{1}$ satisfy

$$
\begin{equation*}
\int_{-\pi}^{\pi} f(x) \mathrm{d} x=0 \tag{6.64}
\end{equation*}
$$

Then we have, for any $n \in \mathbb{N}$, the two estimates

$$
\begin{align*}
& \eta_{\infty}\left(f, \mathcal{T}_{n}^{\prime}\right) \leq \frac{\pi}{2(n+1)} \cdot\left\|f^{\prime}\right\|_{\infty}  \tag{6.65}\\
& \eta_{\infty}\left(f, \mathcal{T}_{n}^{\prime}\right) \leq \frac{\pi}{2(n+1)} \cdot \eta_{\infty}\left(f^{\prime}, \mathcal{T}_{n}^{\prime}\right) \tag{6.66}
\end{align*}
$$

Proof. For the modified Fourier partial sum $L_{n} f$ in (6.54),

$$
\left(L_{n} f\right)(x)=\frac{a_{0}}{2}+\sum_{k=1}^{n} A_{k}\left(a_{k} \cos (k x)+b_{k} \sin (k x)\right),
$$

we have $a_{0} \equiv a_{0}(f)=(f, 1)=0$ by (6.64) and so $L_{n} f \in \mathcal{T}_{n}^{\prime}$. Therefore, we have (6.65), since

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}^{\prime}\right) \leq\left\|L_{n} f-f\right\|_{\infty} \leq\left\|f^{\prime}\right\|_{\infty} \cdot \frac{\pi}{2(n+1)}
$$

holds for optimal coefficients $A_{1}, \ldots, A_{n}$ (like in the proof of Jackson 1).

To show (6.66), suppose that $T^{*} \in \mathcal{T}_{n}^{\prime}$ is best approximation to $f^{\prime}$ from $\mathcal{T}_{n}^{\prime}$. For

$$
T(x):=\int_{0}^{x} T^{*}(\xi) \mathrm{d} \xi \in \mathcal{T}_{n}
$$

we have $T^{\prime}=T^{*}$. Moreover, for

$$
S(x):=T(x)-\frac{1}{2 \pi} \int_{-\pi}^{\pi} T(\xi) \mathrm{d} \xi=T(x)-\frac{a_{0}(T)}{2}
$$

we have $a_{0}(S)=(S, 1)=0$. Therefore, $S \in \mathcal{T}_{n}^{\prime}$ and $S^{\prime}=T^{*}$. But this already implies the stated estimate (6.66) by
$\eta_{\infty}\left(f, \mathcal{T}_{n}^{\prime}\right)=\eta_{\infty}\left(S-f, \mathcal{T}_{n}^{\prime}\right) \leq \frac{\pi}{2(n+1)} \cdot\left\|S^{\prime}-f^{\prime}\right\|_{\infty}=\frac{\pi}{2(n+1)} \cdot \eta_{\infty}\left(f^{\prime}, \mathcal{T}_{n}^{\prime}\right)$.

Now we are in a position where we can prove Jackson 4, Theorem 6.72.
Proof. (Jackson 4). For $f \in \mathscr{C}_{2 \pi}^{1}$ we have

$$
\int_{-\pi}^{\pi} f^{\prime}(\xi) \mathrm{d} \xi=f(\pi)-f(-\pi)=0
$$

Now the estimate (6.66) in Lemma 6.75 implies

$$
\eta_{\infty}\left(f^{\prime}, \mathcal{T}_{n}^{\prime}\right) \leq\left(\frac{\pi}{2(n+1)}\right)^{k-2} \cdot \eta_{\infty}\left(f^{(k-1)}, \mathcal{T}_{n}^{\prime}\right) \quad \text { for } f \in \mathscr{C}_{2 \pi}^{k-1}
$$

by induction on $k \geq 2$. Moreover, by Lemma 6.73 and (6.65), we get

$$
\begin{aligned}
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) & \leq \frac{\pi}{2(n+1)} \cdot \eta_{\infty}\left(f^{\prime}, \mathcal{T}_{n}^{\prime}\right) \\
& \leq\left(\frac{\pi}{2(n+1)}\right)^{k-1} \cdot \eta_{\infty}\left(f^{(k-1)}, \mathcal{T}_{n}^{\prime}\right) \\
& \leq\left(\frac{\pi}{2(n+1)}\right)^{k-1} \frac{\pi}{2(n+1)}\left\|f^{(k)}\right\|_{\infty} \\
& =\left(\frac{\pi}{2(n+1)}\right)^{k}\left\|f^{(k)}\right\|_{\infty}
\end{aligned}
$$

for $f \in \mathscr{C}_{2 \pi}^{k}$, where $k \geq 1$.
Now we return to the discussion from the outset of this section concerning the uniform convergence of Fourier partial sums. In that discussion, we developed the error estimate (6.49),

$$
\left\|F_{n} f-f\right\|_{\infty} \leq\left\|I-F_{n}\right\|_{\infty} \cdot \eta_{\infty}\left(f, \mathcal{T}_{n}\right) \quad \text { for } f \in \mathscr{C}_{2 \pi}
$$

Moreover, we took further note on the application of the Jackson theorems. We summarize the discussion of this section by the Dini ${ }^{13}$-Lipschitz theorem, each of whose results follows directly from (6.51),

$$
\log (n) \cdot \eta_{\infty}\left(f, \mathcal{T}_{n}\right) \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

and one corresponding Jackson inequality in Theorems 6.66-6.72.
Theorem 6.76. (Dini-Lipschitz, 1872).
If $f \in \mathscr{C}_{2 \pi}$ satisfies one of the following conditions, then the sequence $\left(F_{n} f\right)_{n \in \mathbb{N}_{0}}$ of Fourier partial sums $F_{n} f$ converges uniformly to $f$, i.e.,

$$
\left\|F_{n} f-f\right\|_{\infty} \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

at the following convergence rates.
(a) If

$$
\log (n) \cdot \omega(f, 1 / n)=o(1) \quad \text { for } n \rightarrow \infty
$$

then we have (by Jackson 3)

$$
\left\|F_{n} f-f\right\|_{\infty}=o(1) \quad \text { for } n \rightarrow \infty .
$$

(b) If $f$ is Lipschitz continuous, then we have (by Jackson 2)

$$
\left\|F_{n} f-f\right\|_{\infty}=\mathcal{O}(\log (n) / n) \quad \text { for } n \rightarrow \infty
$$

(c) If $f \in \mathscr{C}_{2 \pi}^{k}$, for $k \geq 1$, then we have (by Jackson 4)

$$
\left\|F_{n} f-f\right\|_{\infty}=\mathcal{O}\left(\log (n) / n^{k}\right) \quad \text { for } n \rightarrow \infty
$$

Finally, we transfer the results of the theorems Jackson 1-4 concerning the approximation of $f \in \mathscr{C}_{2 \pi}$ by trigonometric polynomials from $\mathcal{T}_{n}$ to the case of approximation of $f \in \mathscr{C}[-1,1]$ by algebraic polynomials from $\mathcal{P}_{n}$.

Theorem 6.77. (Jackson 5). For the minimal distances

$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right)=\inf _{p \in \mathcal{P}_{n}}\|p-f\|_{\infty,[-1,1]} \quad \text { for } f \in \mathscr{C}[-1,1]
$$

the following estimates hold.
(a) For $f \in \mathscr{C}[-1,1]$, we have

$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right) \leq \frac{3}{2} \cdot \omega\left(f, \frac{\pi}{n+1}\right)
$$

[^39](b) If $f$ is Lipschitz continuous with Lipschitz constant $L>0$, then we have
$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right) \leq \frac{3 \pi \cdot L}{2(n+1)}
$$
(c) For $f \in \mathscr{C}^{k}[-1,1], k \geq 1$, we have
\[

$$
\begin{aligned}
\eta_{\infty}\left(f, \mathcal{P}_{n}\right) & \leq\left(\frac{\pi}{2}\right)^{k} \frac{1}{(n+1) n(n-1) \ldots(n-(k-2))}\left\|f^{(k)}\right\|_{\infty} \\
& =\mathcal{O}\left(n^{-k}\right) \quad \text { for } n \rightarrow \infty
\end{aligned}
$$
\]

We split the proof of Jackson 5, Theorem 6.77, into several lemmas. The following lemma reveals the structural connection between the trigonometric and the algebraic case.

Lemma 6.78. For $f \in \mathscr{C}[-1,1]$ and $g(\varphi)=f(\cos (\varphi)) \in \mathscr{C}_{2 \pi}$, we have

$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right)=\eta_{\infty}\left(g, \mathcal{T}_{n}\right)
$$

Proof. For $f \in \mathscr{C}[-1,1]$ the function $g \in \mathscr{C}_{2 \pi}$ is even. Therefore, the unique best approximation $T^{*} \in \mathcal{T}_{n}$ to $g$ is even, so that we have

$$
T^{*}(\varphi)=p(\cos (\varphi)) \quad \text { for } \varphi \in[0,2 \pi]
$$

for some $p \in \mathcal{P}_{n}$. Moreover, we find the relation

$$
\eta_{\infty}\left(g, \mathcal{T}_{n}\right)=\left\|T^{*}-g\right\|_{\infty}=\|p-f\|_{\infty}=\left\|p^{*}-f\right\|_{\infty}=\eta_{\infty}\left(f, \mathcal{P}_{n}\right)
$$

where $p^{*} \in \mathcal{P}_{n}$ is the unique best approximation to $f$ from $\mathcal{P}_{n}$.
Lemma 6.79. For $f \in \mathscr{C}[-1,1]$ and $g(\varphi)=f(\cos (\varphi)) \in \mathscr{C}_{2 \pi}$, we have

$$
\omega(g, \delta) \leq \omega(f, \delta) \quad \text { for all } \delta>0
$$

Proof. By the mean value theorem, we have

$$
|\cos (\varphi+\varepsilon)-\cos (\varphi)| \leq \varepsilon \quad \text { for } \varepsilon>0
$$

which in turn implies

$$
\begin{aligned}
\omega(g, \delta) & =\sup _{|\varepsilon| \leq \delta}|g(\varphi+\varepsilon)-g(\varphi)|=\sup _{|\varepsilon| \leq \delta}|f(\cos (\varphi+\varepsilon))-f(\cos (\varphi))| \\
& \leq \sup _{|\sigma| \leq \delta}|f(x+\sigma)-f(x)|=\omega(f, \delta) .
\end{aligned}
$$

Now we prove statements (a) and (b) of Theorem 6.77.

Proof. (Jackson 5, parts (a),(b)).
(a): From Jackson 3, Theorem 6.70, in combination with Lemma 6.78 and Lemma 6.79, we can conclude

$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right)=\eta_{\infty}\left(g, \mathcal{T}_{n}\right) \leq \frac{3}{2} \cdot \omega\left(g, \frac{\pi}{n+1}\right) \leq \frac{3}{2} \cdot \omega\left(f, \frac{\pi}{n+1}\right)
$$

for $f \in \mathscr{C}[-1,1]$.
(b): Statement (a) implies, for Lipschitz continuous $f \in \mathscr{C}[-1,1]$ with Lipschitz constant $L$ the estimate

$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right) \leq \frac{3}{2} \cdot \omega\left(f, \frac{\pi}{n+1}\right) \leq \frac{3}{2} \cdot \frac{\pi \cdot L}{n+1} .
$$

To prove part (c) of Jackson 5, Theorem 6.77, we use the following lemma.
Lemma 6.80. For $f \in \mathscr{C}^{1}[-1,1]$, we have

$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right) \leq \frac{\pi}{2(n+1)} \eta_{\infty}\left(f^{\prime}, \mathcal{P}_{n-1}\right)
$$

Proof. Let $p^{*} \in \mathcal{P}_{n-1}$ be best approximation to $f^{\prime}$ from $\mathcal{P}_{n-1}$. For

$$
p(x)=\int_{0}^{x} p^{*}(\xi) \mathrm{d} \xi \in \mathcal{P}_{n}
$$

we have $p^{\prime}=p^{*}$ and so

$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right)=\eta_{\infty}\left(p-f, \mathcal{P}_{n}\right) \leq \frac{\pi}{2(n+1)}\left\|p^{\prime}-f^{\prime}\right\|_{\infty}=\frac{\pi}{2(n+1)} \eta_{\infty}\left(f^{\prime}, \mathcal{P}_{n-1}\right)
$$

holds by Jackson 1, Theorem 6.59, and Lemma 6.78.
Now we can prove statement (c) of Jackson 5, Theorem 6.77.
Proof. (Jackson 5, part (c)).
For $f \in \mathscr{C}^{k}[-1,1]$, we obtain from Lemma 6.80 the estimate

$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right) \leq\left(\frac{\pi}{2}\right)^{k} \frac{1}{(n+1) n(n-1) \ldots(n+2-k)} \cdot \eta_{\infty}\left(f^{(k)}, \mathcal{P}_{n-k}\right)
$$

by induction on $k \geq 1$. This already implies, by

$$
\eta_{\infty}\left(f^{(k)}, \mathcal{P}_{n-k}\right) \leq\left\|f^{(k)}-0\right\|_{\infty}=\left\|f^{(k)}\right\|_{\infty}
$$

the stated estimate

$$
\eta_{\infty}\left(f, \mathcal{P}_{n}\right) \leq\left(\frac{\pi}{2}\right)^{k} \frac{1}{(n+1) n(n-1) \ldots(n-(k-2))}\left\|f^{(k)}\right\|_{\infty}
$$

We close this chapter by giving a reformulation of the Dini-Lipschitz theorem for the algebraic case.

## Theorem 6.81. (Dini-Lipschitz).

If $f \in \mathscr{C}[-1,1]$ satisfies one of the following conditions, then the sequence $\left(\Pi_{n} f\right)_{n \in \mathbb{N}_{0}}$ of Chebyshev partial sums

$$
\Pi_{n} f=\sum_{k=0}^{n} \frac{\left(f, T_{k}\right)_{w}}{\left\|T_{k}\right\|_{w}^{2}} T_{k}
$$

in (4.32) converges uniformly to $f$, i.e.,

$$
\left\|\Pi_{n} f-f\right\|_{\infty} \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

at the following convergence rates.
(a) If

$$
\log (n) \cdot \omega(f, 1 / n)=o(1) \quad \text { for } n \rightarrow \infty
$$

then we have by Jackson 5 (a)

$$
\left\|\Pi_{n} f-f\right\|_{\infty}=o(1) \quad \text { for } n \rightarrow \infty .
$$

(b) If $f$ is Lipschitz continuous, then we have by Jackson 5 (b)

$$
\left\|\Pi_{n} f-f\right\|_{\infty}=\mathcal{O}(\log (n) / n) \quad \text { for } n \rightarrow \infty
$$

(c) If $f \in \mathscr{C}^{k}[-1,1]$, for $k \geq 1$, then we have by Jackson 5 (c)

$$
\left\|\Pi_{n} f-f\right\|_{\infty}=\mathcal{O}\left(\log (n) / n^{k}\right) \quad \text { for } n \rightarrow \infty
$$

For the proof of the Dini-Lipschitz theorem we refer to Exercise 6.99.

### 6.5 Exercises

Exercise 6.82. Prove the following results.
(a) Show that for a set of $n+1$ pairwise distinct interpolation points

$$
a \leq x_{0}<\ldots<x_{n} \leq b
$$

where $n \in \mathbb{N}$, the corresponding interpolation operator $I_{n}: \mathscr{C}[a, b] \longrightarrow \mathcal{P}_{n}$ is not necessarily monotone. To this end, construct one counterexample for the case $n=2$ with three interpolation points $a=x_{0}<x_{1}<x_{2}=b$.
(b) Develop for the case $n=1$ a necessary and sufficient condition for two interpolation points

$$
a \leq x_{0}<x_{1} \leq b
$$

under which the interpolation operator $I_{1}$ is monotone.
Exercise 6.83. For $n \in \mathbb{N}_{0}$, consider the Bernstein polynomials

$$
\beta_{k}^{(n)}(x)=\binom{n}{k} x^{k}(1-x)^{n-k} \in \mathcal{P}_{n} \quad \text { for } x \in[0,1] \text { and } 0 \leq k \leq n
$$

(a) Show that the Bernstein polynomials $\beta_{k}^{(n)}$ are non-negative on the unit interval $[0,1]$, where they are a partition of unity (cf. Remark 6.7 (b),(c)).
(b) Determine the zeros (including their multiplicities) and the maximum of the Bernstein polynomial $\beta_{k}^{(n)}$ on $[0,1]$, for $0 \leq k \leq n, n \in \mathbb{N}_{0}$.
(c) Prove the recursion formula

$$
\beta_{k}^{(n)}(x)=x \beta_{k-1}^{(n-1)}(x)+(1-x) \beta_{k}^{(n-1)}(x) \quad \text { for } x \in[0,1]
$$

for $n \in \mathbb{N}$ and $k=0, \ldots, n$, with initial and boundary values

$$
\beta_{0}^{(0)} \equiv 1, \quad \beta_{-1}^{(n-1)} \equiv 0, \quad \beta_{n}^{(n-1)} \equiv 0
$$

(d) Show that the Bernstein polynomials $\beta_{0}^{(n)}, \ldots, \beta_{n}^{(n)}$ of degree $n \in \mathbb{N}_{0}$ form a basis for the polynomial space $\mathcal{P}_{n}$ (cf. Remark 6.7 (a)).

Exercise 6.84. Consider the Bernstein operator $B_{n}: \mathscr{C}[0,1] \longrightarrow \mathcal{P}_{n}$,

$$
\left(B_{n} f\right)(x)=\sum_{j=0}^{n} f(j / n) \beta_{j}^{(n)}(x) \quad \text { for } f \in \mathscr{C}[0,1] \text { and } n \in \mathbb{N}_{0}
$$

with the Bernstein polynomials $\beta_{j}^{(n)}(x)=\binom{n}{j} x^{j}(1-x)^{n-j}$, for $0 \leq j \leq n$.
Show that, for any $f \in \mathscr{C}[0,1]$, the sequence $\left(\left(B_{n} f\right)^{\prime}\right)_{n \in \mathbb{N}_{0}}$ of derivatives of $B_{n} f$ converges uniformly on $[0,1]$ to $f^{\prime}$, i.e.,

$$
\lim _{n \rightarrow \infty}\left\|B_{n}^{\prime}(f)-f^{\prime}\right\|_{\infty}=0
$$

Exercise 6.85. Prove the following results.
(a) For a compact interval $[a, b] \subset \mathbb{R}$, let $f \in \mathscr{C}[a, b]$. Show that $f$ vanishes identically on $[a, b]$, if and only if all moments of $f$ on $[a, b]$ vanish, i.e., if and only if

$$
m_{n}=\int_{a}^{b} x^{n} f(x) \mathrm{d} x=0 \quad \text { for all } n \in \mathbb{N}_{0}
$$

(b) Suppose $f \in \mathscr{C}_{2 \pi}$. Show that $f$ vanishes identically on $\mathbb{R}$, if and only if all Fourier coefficients of $f$ vanish, i.e., if and only if

$$
c_{j}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x) \mathrm{e}^{-\mathrm{i} j x} \mathrm{~d} x=0 \quad \text { for all } j \in \mathbb{Z}
$$

Exercise 6.86. Prove the following generalization of the Korovkin theorem.
Let $\Omega \subset \mathbb{R}^{d}$ be a compact domain, where $d \in \mathbb{N}$. Moreover, suppose for $s_{1}, \ldots, s_{m} \in \mathscr{C}(\Omega)$ that there are functions $a_{1}, \ldots, a_{m} \in \mathscr{C}(\Omega)$ satisfying

$$
p_{t}(x)=\sum_{j=1}^{m} a_{j}(t) s_{j}(x) \geq 0 \quad \text { for all } t, x \in \Omega
$$

where $p_{t}(x)=0$, if and only if $t=x$. Then, for any sequence $\left(L_{n}\right)_{n \in \mathbb{N}}$ of linear positive operators $L_{n}: \mathscr{C}(\Omega) \longrightarrow \mathscr{C}(\Omega)$ satisfying

$$
\lim _{n \rightarrow \infty}\left\|L_{n} s_{j}-s_{j}\right\|_{\infty}=0 \quad \text { for all } 1 \leq j \leq m
$$

we have the convergence

$$
\lim _{n \rightarrow \infty}\left\|L_{n} s-s\right\|_{\infty}=0 \quad \text { for all } s \in \mathscr{C}(\Omega)
$$

Conclude from this the statement of the Korovkin theorem, Theorem 6.11.
Exercise 6.87. Consider for $n \in \mathbb{N}_{0}$ the operator $\Pi_{n}^{*}: \mathscr{C}_{2 \pi} \longrightarrow \mathcal{T}_{n}$, which assigns $f \in \mathscr{C}_{2 \pi}$ to its (strongly unique) best approximation $\Pi_{n}^{*} f$ from $\mathcal{T}_{n}$ with respect to $\|\cdot\|_{\infty}$, so that

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right)=\inf _{T \in \mathcal{T}_{n}}\|T-f\|_{\infty}=\left\|\Pi_{n}^{*} f-f\right\|_{\infty}
$$

Investigate $\Pi_{n}^{*}$ for the following (possible) properties.
(a) projection property;
(b) surjectivity;
(c) linearity;
(d) continuity;
(e) boundedness.

Exercise 6.88. Let $\left(u_{n}\right)_{n \in \mathbb{Z}}$ be a system of elements in a Hilbert space $\mathcal{H}$. Prove the equivalence of the following two statements.
(a) The system $\left(u_{n}\right)_{n \in \mathbb{Z}}$ is a Riesz basis of $\mathcal{H}$.
(b) There is a linear, continuous and invertible operator $T: \mathcal{H} \longrightarrow \mathcal{H}$ and a complete orthonormal system $\left(e_{n}\right)_{n \in \mathbb{Z}}$ in $\mathcal{H}$ satisfying

$$
T e_{n}=u_{n} \quad \text { for all } n \in \mathbb{Z}
$$

Exercise 6.89. Prove the completeness of the orthonormal system

$$
\left\{\mathrm{e}^{\mathrm{i} j \cdot} \mid j \in \mathbb{Z}\right\} \subset \mathscr{C}_{2 \pi}^{\mathbb{C}}
$$

in $\mathscr{C}_{2 \pi}^{\mathbb{C}}$ with respect to the Euclidean norm $\|\cdot\|_{\mathbb{C}}$.
Hint: Corollary 6.41 and Remark 6.42.
Exercise 6.90. Consider the linear space $\mathscr{C}_{2 L}^{\mathbb{C}}$ of complex-valued $2 L$-periodic continuous functions, equipped with the inner product

$$
(f, g)=\frac{1}{2 L} \int_{0}^{2 L} f(x) \cdot \overline{g(x)} \mathrm{d} x \quad \text { for } f, g \in \mathscr{C}_{2 L}^{\mathbb{C}}
$$

(a) Determine a complete orthonormal system $\left(e_{j}\right)_{j \in \mathbb{Z}}$ in $\mathscr{C}_{2 L}^{\mathbb{C}}$.
(b) Develop the Fourier coefficients $c_{j}=\left(f, e_{j}\right)$ of $f \in \mathscr{C}_{2 L}^{\mathbb{C}}$.
(c) Formulate the Parseval identity in $\mathscr{C}_{2 L}^{\mathbb{C}}$ with respect to $\left(e_{j}\right)_{j \in \mathbb{Z}}$.

Exercise 6.91. Let $c_{j}(f)$ be the complex Fourier coefficients of $f \in \mathscr{C}_{2 \pi}$. Show that the estimate

$$
\left|c_{j}(f)\right| \leq C(1+|j|)^{-(k+1+\varepsilon)} \quad \text { for all } j \in \mathbb{Z}
$$

for some $C>0$ and $\varepsilon>0$, implies $f \in \mathscr{C}_{2 \pi}^{k}$ (cf. Remark 6.45).
Hint: Analyze the (uniform) convergence of the Fourier partial sums

$$
\left(F_{n} f\right)(x)=\sum_{j=-n}^{n} c_{j}(f) \mathrm{e}^{\mathrm{i} j x}
$$

and their derivatives.
Exercise 6.92. Show for $f \in \mathscr{C}_{2 \pi}^{1}$ the identity

$$
F_{n} f^{\prime}=\left(F_{n} f\right)^{\prime} \quad \text { for all } n \in \mathbb{N}
$$

for the Fourier partial sums $F_{n} f^{\prime}$ of the derivative $f^{\prime} \in \mathscr{C}_{2 \pi}$.
Exercise 6.93. Prove Faber's theorem, Theorem 6.57: For any sequence $\left(I_{n}\right)_{n \in \mathbb{N}_{0}}$ of interpolation operators $I_{n}: \mathscr{C}[a, b] \longrightarrow \mathcal{P}_{n}$, there is a continuous function $f \in \mathscr{C}[a, b]$, for which the corresponding sequence $\left(I_{n} f\right)_{n \in \mathbb{N}_{0}}$ of interpolation polynomials $I_{n} f \in \mathcal{P}_{n}$ does not converge uniformly to $f$.

Exercise 6.94. Let $[a, b] \subset \mathbb{R}$ be a compact interval. For the numerical integration of

$$
I_{a}^{b}(f)=\int_{a}^{b} f(x) \mathrm{d} x \quad \text { for } f \in \mathscr{C}[a, b]
$$

we apply the Newton-Cotes ${ }^{14}$ quadrature. For $n \in \mathbb{N}$, the $n$-th Newton-Cotes quadrature formula is defined as

$$
Q_{n}(f)=(b-a) \sum_{j=0}^{n} \alpha_{j, n} f\left(x_{j, n}\right)
$$

at equidistant knots

$$
x_{j, n}=a+j \frac{b-a}{n} \quad \text { for } j=0, \ldots, n
$$

and weights

$$
\alpha_{j, n}=\frac{1}{b-a} \int_{a}^{b} L_{j, n}(x) \mathrm{d} x \quad \text { for } j=0, \ldots, n
$$

where $\left\{L_{0, n}, \ldots, L_{n, n}\right\} \subset \mathcal{P}_{n}$ are the Lagrange basis functions for the knot set $X_{n}=\left\{x_{0, n}, \ldots, x_{n, n}\right\}$ (cf. the discussion on Lagrange bases in Section 2.3).

Show that there is a continuous function $f \in \mathscr{C}[a, b]$, for which the sequence of Newton-Cotes approximations $\left(\left(Q_{n} f\right)\right)_{n \in \mathbb{N}}$ diverges.

Hint: Apply the Kuzmin ${ }^{15}$ theorem, according to which the sum of the weights' moduli $\left|\alpha_{j, n}\right|$ diverges, i.e.,

$$
\sum_{j=0}^{n}\left|\alpha_{j, n}\right| \longrightarrow \infty \quad \text { for } n \rightarrow \infty
$$

Exercise 6.95. Show that the estimate of Jackson 1, Theorem 6.59,

$$
\begin{equation*}
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq \frac{\pi}{2(n+1)}\left\|f^{\prime}\right\|_{\infty} \quad \text { for } f \in \mathscr{C}_{2 \pi}^{1} \tag{6.67}
\end{equation*}
$$

is sharp, i.e., there is a function $f \in \mathscr{C}_{2 \pi}^{1} \backslash \mathcal{T}_{n}$ for which equality holds in (6.67).
Conclude from this that the estimate of Jackson 2, Theorem 6.66,

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq \frac{\pi \cdot L}{2(n+1)} \quad \text { for } f \text { Lipschitz continuous with constant } L>0
$$

is also sharp.

[^40]Exercise 6.96. Prove the theorem of de La Vallée Poussin ${ }^{16}$ : Let $f \in \mathscr{C}_{2 \pi}$ and $T_{n} \in \mathcal{T}_{n}$. If there exist $2 n+2$ pairwise distinct points

$$
0 \leq x_{0}<\ldots<x_{2 n+1}<2 \pi
$$

such that $T_{n}-f$ has alternating signs on $x_{k}, k=0, \ldots, 2 n+1$, then we have

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \geq \min _{0 \leq k \leq 2 n+1}\left|\left(T_{n}-f\right)\left(x_{k}\right)\right|
$$

Exercise 6.97. The estimate of Jackson 3, Theorem 6.70, is not sharp. Show that the estimate

$$
\eta_{\infty}\left(f, \mathcal{T}_{n}\right) \leq \omega\left(f, \frac{\pi}{n+1}\right) \quad \text { for } f \in \mathscr{C}_{2 \pi}
$$

is sharp (under the assumptions and with the notations in Theorem 6.70).
Hint: Apply the theorem of de La Vallée Poussin from Exercise 6.96.
Exercise 6.98. Verify the following properties of the modulus of continuity

$$
\omega(f, \delta)=\sup _{\substack{x, x+\sigma \in \mathbb{R} \\|\sigma| \leq \delta}}|f(x+\sigma)-f(x)|
$$

of $f: \mathbb{R} \longrightarrow \mathbb{R}$ on $\mathbb{R}$ with respect to $\delta>0$ (cf. Definition 6.68).
(a) $\omega(f,(n+\theta) \delta) \leq n \omega(f, \delta)+\omega(f, \theta \delta)$ for all $\theta \in[0,1)$ and $n \in \mathbb{N}$.
(b) $\omega(f, \delta) \leq n \omega(f, \delta / n)$ for all $n \in \mathbb{N}$.

Exercise 6.99. Prove part (c) of the Dini-Lipschitz theorem, Theorem 6.81, in two steps as follows. First show that, for any $f \in \mathscr{C}$ 1 $[-1,1]$, the sequence $\left(\Pi_{n} f\right)_{n \in \mathbb{N}_{0}}$ of Chebyshev partial sums

$$
\Pi_{n} f=\sum_{j=0}^{n} \frac{\left(f, T_{j}\right)_{w}}{\left\|T_{j}\right\|_{w}^{2}} T_{j} \quad \text { where } T_{j}=\cos (j \arccos (\cdot)) \in \mathcal{P}_{j}
$$

converges uniformly on $[-1,1]$ to $f$, i.e.,

$$
\lim _{n \rightarrow \infty}\left\|\Pi_{n} f-f\right\|_{\infty}=0
$$

From this conclude, for $f \in \mathscr{C}^{k}[-1,1], k \geq 1$, the convergence behaviour

$$
\left\|\Pi_{n} f-f\right\|_{\infty}=o\left(n^{1-k}\right) \quad \text { for } \quad n \rightarrow \infty
$$

$\overline{16}$ Charles-Jean de La Vallée Poussin (1866-1962), Belgian mathematician

## 7 Basic Concepts of Signal Approximation

In this chapter, we study basic concepts of mathematical signal analysis. To this end, we first introduce the continuous Fourier transform $\mathcal{F}$,

$$
\begin{equation*}
(\mathcal{F} f)(\omega)=\int_{\mathbb{R}} f(x) \cdot \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} \omega \quad \text { for } f \in \mathrm{~L}^{1}(\mathbb{R}) \tag{7.1}
\end{equation*}
$$

as a linear integral transform on the Banach space $L^{1}(\mathbb{R})$ of absolutely Lebesgue-integrable functions. We motivate the transfer from Fourier series of periodic functions $f \in \mathscr{C}_{2 \pi}^{\mathbb{C}}$ to Fourier transforms of non-periodic functions $f \in \mathrm{~L}^{1}(\mathbb{R})$. In particular, we provide a heuristic account to the Fourier transformation $\mathcal{F} f$ in (7.1), where we depart from Fourier partial sums $F_{n} f$, for $f \in \mathscr{C}_{2 \pi}$. Then, we analyze the following relevant questions.
(1) Is the Fourier transform $\mathcal{F}$ invertible?
(2) Can $\mathcal{F}$ be transferred to the Hilbert space $L^{2}(\mathbb{R})$ ?
(3) Can $\mathcal{F}$ be applied to multivariate functions $f \in \mathrm{~L}^{p}\left(\mathbb{R}^{d}\right)$, for $p=1,2$ ?

We give positive answers to all questions (1)-(3). The answer to (1) leads us, for $f \in \mathrm{~L}^{1}(\mathbb{R})$, with $\mathcal{F} f \in \mathrm{~L}^{1}(\mathbb{R})$, to the Fourier inversion formula

$$
f(x)=\frac{1}{2 \pi} \int_{\mathbb{R}}(\mathcal{F} f)(\omega) \mathrm{e}^{\mathrm{i} x \omega} \mathrm{~d} \omega \quad \text { for almost every } x \in \mathbb{R}
$$

To analyze (2), we study the spectral properties of $\mathcal{F}$, where we identify the Hermite functions $h_{n}$ in (4.55) as eigenfunctions of $\mathcal{F}$. As we show, the Hermite functions $\left(h_{n}\right)_{n \in \mathbb{N}_{0}}$ form a complete orthogonal system in the Hilbert space $L^{2}(\mathbb{R})$. This result leads us to the Plancherel theorem, Theorem 7.30, providing the continuous extension of $\mathcal{F}$ to an automorphism on $\mathrm{L}^{2}(\mathbb{R})$. The basic properties of the Fourier operator $\mathcal{F}$ can be generalized from the univariate case to the multivariate case, and this gives an answer to (3).

Finally, we formulate and prove the celebrated Shannon sampling theorem, Theorem 7.34 (in Section 7.3), giving a fundamental result of mathematical signal processing. According to the Shannon sampling theorem, a signal, i.e., a function $f \in \mathrm{~L}^{2}(\mathbb{R})$, with bounded frequency density can be reconstructed exactly from its samples (i.e., function values) on an infinite uniform grid at a sufficiently small sampling rate. Our proof of the Shannon sampling theorem serves to demonstrate the relevance and the significance of the introduced Fourier methods.

The second half of this chapter is devoted to wavelets. Wavelets are popular and powerful tools of modern mathematical signal processing, in particular for the approximation of functions $f \in \mathrm{~L}^{2}(\mathbb{R})$. A wavelet approximation to $f$ is essentially based on a multiresolution of $\mathrm{L}^{2}(\mathbb{R})$, i.e., on a nested sequence

$$
\begin{equation*}
\cdots \subset V_{-1} \subset V_{0} \subset V_{1} \subset \cdots \subset V_{j-1} \subset V_{j} \subset \cdots \subset \mathrm{~L}^{2}(\mathbb{R}) \tag{7.2}
\end{equation*}
$$

of closed scale spaces $V_{j} \subset L^{2}(\mathbb{R})$. The nested sequence in (7.2) leads us to stable approximation methods, where $f$ is represented on different frequency bands by orthogonal projectors $\Pi_{j}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow V_{j}$. More precisely, for a fixed scaling function $\varphi \in \mathrm{L}^{2}(\mathbb{R})$, the scale spaces $V_{j} \subset \mathrm{~L}^{2}(\mathbb{R})$ in (7.2) are generated by dilations and translations of basis functions $\varphi_{k}^{j}(x):=2^{j / 2} \varphi\left(2^{j} x-k\right)$, for $j, k \in \mathbb{Z}$, so that

$$
V_{j}=\overline{\operatorname{span}\left\{\varphi_{k}^{j}: k \in \mathbb{Z}\right\}} \subset \mathrm{L}^{2}(\mathbb{R}) \quad \text { for } j \in \mathbb{Z}
$$

Likewise, for a corresponding wavelet function $\psi \in \mathrm{L}^{2}(\mathbb{R})$, the orthogonal complement $W_{j} \subset V_{j+1}$ of $V_{j}$ in $V_{j+1}$,

$$
V_{j+1}=W_{j} \oplus V_{j} \quad \text { for } j \in \mathbb{Z}
$$

is generated by basis functions $\psi_{k}^{j}(x):=2^{j / 2} \psi\left(2^{j} x-k\right)$, for $j, k \in \mathbb{Z}$, so that

$$
W_{j}=\overline{\operatorname{span}\left\{\psi_{k}^{j} \mid k \in \mathbb{Z}\right\}} \quad \text { for } j \in \mathbb{Z}
$$

The basic construction of wavelet approximations to $f \in \mathrm{~L}^{2}(\mathbb{R})$ is based on refinement equations of the form

$$
\varphi(x)=\sum_{k \in \mathbb{Z}} h_{k} \varphi(2 x-k) \quad \text { and } \quad \psi(x)=\sum_{k \in \mathbb{Z}} g_{k} \varphi(2 x-k),
$$

for specific coefficient masks $\left(h_{k}\right)_{k \in \mathbb{Z}},\left(g_{k}\right)_{k \in \mathbb{Z}} \subset \ell^{2}$.
The development of wavelet methods, dating back to the early 1980s, has since then gained enormous popularity in applications of information technology, especially in image and signal processing. Inspired by a wide range of applications in science and engineering, this has led to rapid progress concerning both computational methods and the mathematical theory of wavelets.

Therefore, it is by no means possible for us to give a complete overview over the multiple facets of wavelet methods. Instead, we have decided to present selected basic principles of wavelet approximation. To this end, we restrict the discussion of this chapter to the rather simple Haar wavelet

$$
\psi(x)=\chi_{[0,1 / 2)}(x)-\chi_{[1 / 2,1)}(x)=\left\{\begin{array}{cl}
1 & \text { for } x \in[0,1 / 2) \\
-1 & \text { for } x \in[1 / 2,1) \\
0 & \text { otherwise }
\end{array}\right.
$$

and its corresponding scaling function $\varphi=\chi_{[0,1)}$. For a more comprehensive account to the mathematical theory of wavelets, we recommend the classical textbooks [14, 18, 49] and, moreover, the more recent textbooks [29, 31, 69] for a more pronounced connection to Fourier analysis.

### 7.1 The Continuous Fourier Transform

In Section 4.3, we introduced Fourier partial sums $F_{n} f$ to approximate continuous periodic functions $f \in \mathscr{C}_{2 \pi}$, or, $f \in \mathscr{C}_{2 \pi}^{\mathbb{C}}$. Recall that we restricted ourselves (without loss of generality) to continuous functions $f$ with period $T=2 \pi$ (according to Definition 2.32).

In the following discussion, we assume $f \equiv f_{T}: \mathbb{R} \longrightarrow \mathbb{C}$ to be a timecontinuous signal (i.e., a function) with period $T$, for some $T>0$. In this case, by following along the lines of our derivations in Section 4.3, we obtain for the complex $n$-th Fourier partial sum $F_{n} f_{T}$ of $f_{T}$ the representation

$$
\begin{equation*}
\left(F_{n} f_{T}\right)(x)=\sum_{j=-n}^{n} c_{j} \mathrm{e}^{\mathrm{i} j \omega x} \tag{7.3}
\end{equation*}
$$

with the frequency $\omega=2 \pi / T$ and with the complex Fourier coefficients

$$
\begin{equation*}
c_{j}=\frac{1}{T} \int_{0}^{T} f_{T}(\xi) \mathrm{e}^{-\mathrm{i} j \omega \xi} \mathrm{~d} \xi=\frac{1}{T} \int_{-T / 2}^{T / 2} f_{T}(\xi) \mathrm{e}^{-\mathrm{i} j \omega \xi} \mathrm{~d} \xi \tag{7.4}
\end{equation*}
$$

for $j=-n, \ldots, n$, as in (4.23) and in (4.24). Technically speaking, the Fourier coefficient $c_{j}$ gives the amplification factor for the Fourier mode $\mathrm{e}^{-\mathrm{i} j \omega}$ of the frequency $\omega_{j}=j \cdot \omega=j \cdot 2 \pi / T$, for $j=-n, \ldots, n$, i.e., the Fourier coefficients $c_{j}$ yield the amplitudes of the present fundamental Fourier modes $\mathrm{e}^{-\mathrm{i} j \omega}$.

Then, in Section 6.3 we analyzed the convergence of Fourier partial sums. According to Theorem 6.48, the Fourier series representation

$$
\begin{equation*}
f_{T}(x)=\sum_{j=-\infty}^{\infty} c_{j} \mathrm{e}^{\mathrm{i} j \omega x} \tag{7.5}
\end{equation*}
$$

holds pointwise at all points $x \in \mathbb{R}$, where $f_{T}$ is differentiable.
The bi-infinite sequence $\left(c_{j}\right)_{j \in \mathbb{Z}}$ of complex Fourier coefficients in (7.5) is called the discrete Fourier spectrum of the signal $f_{T}$. Therefore, the discrete Fourier spectrum of $f_{T}$ is a sequence $\left(c_{j}\right)_{j \in \mathbb{Z}}$ of Fourier coefficients from which we can reconstruct $f_{T}$ exactly via (7.5). If only finitely many Fourier coefficients $c_{j}$ do not vanish, then only the frequencies of the (finitely many) corresponding Fourier modes $\mathrm{e}^{-\mathrm{i} j \omega \cdot}$ will appear in the representation (7.5). In this case, the frequency spectrum of $f_{T}$ is bounded.

Now we derive an alternative representation for the Fourier series in (7.5). To this end, we first introduce the mesh width

$$
\Delta \omega:=\omega_{j+1}-\omega_{j} \equiv \frac{2 \pi}{T} \quad \text { for } j \in \mathbb{Z}
$$

as the difference between two consecutive frequencies of the Fourier modes $e^{-\mathrm{i} j \omega}$. Then, the Fourier series in (7.5) can be written as

$$
\begin{equation*}
f_{T}(x)=\sum_{j=-\infty}^{\infty} \frac{1}{2 \pi} \int_{-T / 2}^{T / 2} f_{T}(\xi) \mathrm{e}^{\mathrm{i} \omega_{j}(x-\xi)} \mathrm{d} \xi \cdot \Delta \omega \tag{7.6}
\end{equation*}
$$

The Fourier series representation (7.6) of the $T$-periodic signal $f_{T}$ leads us to the following questions.

- Is there a representation as in (7.6) for non-periodic signals $f: \mathbb{R} \longrightarrow \mathbb{C}$ ?
- If so, how would we represent the Fourier spectrum of $f$ ?

In the following analysis on these questions, we consider a non-periodic signal $f: \mathbb{R} \longrightarrow \mathbb{C}$ as a signal with infinite period, i.e., we consider the limit

$$
\begin{equation*}
f(x)=\lim _{T \rightarrow \infty} f_{T}(x) \quad \text { for } x \in \mathbb{R} \tag{7.7}
\end{equation*}
$$

where the $T$-periodic signal $f_{T}$ is assumed to coincide on $(-T / 2, T / 2)$ with $f$.
Moreover, we regard the function

$$
g_{T}(\omega):=\int_{-T / 2}^{T / 2} f_{T}(\xi) \mathrm{e}^{-\mathrm{i} \omega \xi} \mathrm{~d} \xi
$$

of the frequency variable $\omega$, whereby we obtain for $f_{T}$ the representation

$$
\begin{equation*}
f_{T}(x)=\frac{1}{2 \pi} \sum_{j=-\infty}^{\infty} g_{T}\left(\omega_{j}\right) \mathrm{e}^{\mathrm{i} \omega_{j} x} \cdot \Delta \omega \tag{7.8}
\end{equation*}
$$

from (7.6). We remark that the infinite series in (7.8) is a Riemannian sum on the knot sequence $\left\{w_{j}\right\}_{j \in \mathbb{Z}}$. Note that the mesh width $\Delta \omega$ of the sequence $\left\{w_{j}\right\}_{j \in \mathbb{Z}}$ is, for large enough $T>0$, arbitrarily small. This observation leads us, via the above-mentioned limit in (7.7), to the function

$$
\begin{equation*}
g(\omega):=\lim _{T \rightarrow \infty} g_{T}(\omega)=\int_{-\infty}^{\infty} f(\xi) \mathrm{e}^{-\mathrm{i} \omega \xi} \mathrm{~d} \xi \quad \text { for } \omega \in \mathbb{R} \tag{7.9}
\end{equation*}
$$

To guarantee the well-definedness of the function $g$ in (7.9), we mainly require the existence of the Fourier integral on the right hand side in (7.9) for all frequencies $\omega$. To this end, we assume $f \in \mathrm{~L}^{1}(\mathbb{R})$, i.e., we assume the function $f$ to be absolutely integrable. In this case, the Fourier integral in (7.9) is, due to $\left|\mathrm{e}^{-\mathrm{i} \omega \cdot}\right| \equiv 1$, finite, for all frequencies $\omega$. Recall that we work here and throughout this work with Lebesgue integration.

Definition 7.1. For $f \in \mathrm{~L}^{1}(\mathbb{R})$, the function

$$
\begin{equation*}
(\mathcal{F} f)(\omega)=\hat{f}(\omega):=\int_{\mathbb{R}} f(x) \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} x \quad \text { for } \omega \in \mathbb{R} \tag{7.10}
\end{equation*}
$$

is called the Fourier transform of $f$. The Fourier operator, which assigns $f \in \mathrm{~L}^{1}(\mathbb{R})$ to its Fourier transform $\mathcal{F} f=\hat{f}$, is denoted as $\mathcal{F}$.

Note that the Fourier transform $\mathcal{F}$ is a linear integral transform which maps a function $f \equiv f(x)$ of the spatial variable $x$ (or, a signal $f$ of the time variable) to a function $\mathcal{F} f=\hat{f} \equiv \hat{f}(\omega)$ of the frequency variable $\omega$. The application of the Fourier transform is (especially for signals) referred to as time-frequency analysis. Moreover, the function $\mathcal{F} f=\hat{f}$ is called the continuous Fourier spectrum of $f$. If we regard the Fourier integral in (7.10) as parameter integral of the frequency variable $\omega$, then we will see that the Fourier transform $\hat{f}: \mathbb{R} \longrightarrow \mathbb{C}$ of $f \in \mathrm{~L}^{1}(\mathbb{R})$ is a function that is uniformly continuous on $\mathbb{R}$ (see Exercise 7.56). In particular, we have $\hat{f} \in \mathscr{C}(\mathbb{R})$. Moreover, due to the estimate

$$
\begin{equation*}
|\hat{f}(\omega)|=\left|\int_{\mathbb{R}} f(x) \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} x\right| \leq \int_{\mathbb{R}}|f(x)| \mathrm{d} x=\|f\|_{\mathrm{L}^{1}(\mathbb{R})} \tag{7.11}
\end{equation*}
$$

the function $\hat{f}$ is uniformly bounded on $\mathbb{R}$ by the $\mathrm{L}^{1}$-norm $\|f\|_{\mathrm{L}^{1}(\mathbb{R})}$ of $f$.
We note the following fundamental properties of $\mathcal{F}$ (see Exercise 7.58).
Proposition 7.2. The Fourier transform $\mathcal{F}: \mathrm{L}^{1}(\mathbb{R}) \longrightarrow \mathscr{C}(\mathbb{R})$ has the following properties, where we assume $f \in \mathrm{~L}^{1}(\mathbb{R})$ for all statements (a)-(e).
(a) For $f_{x_{0}}:=f\left(\cdot-x_{0}\right)$, where $x_{0} \in \mathbb{R}$, we have

$$
\left(\mathcal{F} f_{x_{0}}\right)(\omega)=\mathrm{e}^{-\mathrm{i} \omega x_{0}}(\mathcal{F} f)(\omega) \quad \text { for all } \omega \in \mathbb{R}
$$

(b) For $f_{\alpha}:=f(\alpha \cdot)$, where $\alpha \in \mathbb{R} \backslash\{0\}$, we have

$$
\begin{equation*}
\left(\mathcal{F} f_{\alpha}\right)(\omega)=\frac{1}{|\alpha|}(\mathcal{F} f)(\omega / \alpha) \quad \text { for all } \omega \in \mathbb{R} \tag{7.12}
\end{equation*}
$$

(c) For the conjugate complex $\bar{f} \in \mathrm{~L}^{1}(\mathbb{R})$, where $\bar{f}(x)=\overline{f(x)}$, we have

$$
\begin{equation*}
(\mathcal{F} \bar{f})(\omega)=\overline{(\mathcal{F} f)}(-\omega) \quad \text { for all } \omega \in \mathbb{R} \tag{7.13}
\end{equation*}
$$

(d) For the Fourier transform of the derivative $f^{\prime}$ of $f$, we have

$$
\left(\mathcal{F} f^{\prime}\right)(\omega)=\mathrm{i} \omega(\mathcal{F} f)(\omega) \quad \text { for all } \omega \in \mathbb{R}
$$

under the assumption $f \in \mathscr{C}^{1}(\mathbb{R}) \cap \mathrm{L}^{1}(\mathbb{R})$ with $f^{\prime} \in \mathrm{L}^{1}(\mathbb{R})$.
(e) For the derivative of the Fourier transform $\mathcal{F} f$ of $f$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} \omega}(\mathcal{F} f)(\omega)=-\mathrm{i}(\mathcal{F}(x f))(\omega) \quad \text { for all } \omega \in \mathbb{R}
$$

under the assumption $x f \in \mathrm{~L}^{1}(\mathbb{R})$.
All properties in Proposition 7.2 can be shown by elementary calculations.

In the following discussion, we work with functions of compact support.
Definition 7.3. For a continuous function $f: \mathbb{R} \longrightarrow \mathbb{C}$, we call the point set

$$
\operatorname{supp}(f):=\overline{\{x \in \mathbb{R} \mid f(x) \neq 0\}} \subset \mathbb{R}
$$

support of $f$. Therefore, $f$ has compact support, if $\operatorname{supp}(f)$ is compact. $\bigcirc$
We denote by $\mathscr{C}_{c}(\mathbb{R})$ the linear space of all continuous functions with compact support. Recall that $\mathscr{C}_{c}(\mathbb{R})$ is dense in $\mathrm{L}^{1}(\mathbb{R})$, i.e., for any $f \in \mathrm{~L}^{1}(\mathbb{R})$ and $\varepsilon>0$ there is a function $g \in \mathscr{C}_{c}(\mathbb{R})$ satisfying $\|f-g\|_{\mathrm{L}^{1}(\mathbb{R})}<\varepsilon$.

According to the Riemann ${ }^{1}$-Lebesgue lemma, the Fourier transform $\hat{f}$ of $f \in \mathrm{~L}^{1}(\mathbb{R})$ vanishes at infinity.

Lemma 7.4. (Riemann-Lebesgue).
The Fourier transform $\hat{f}$ of $f \in \mathrm{~L}^{1}(\mathbb{R})$ vanishes at infinity, i.e.,

$$
\hat{f}(\omega) \longrightarrow 0 \quad \text { for }|\omega| \rightarrow \infty
$$

Proof. Let $g$ be a continuous function with compact support, i.e., $g \in \mathscr{C}_{c}(\mathbb{R})$.
Due to statement (a) in Proposition 7.2, the function

$$
g_{-\pi / \omega}=g(\cdot+\pi / \omega) \in \mathscr{C}_{c}(\mathbb{R}) \subset \mathrm{L}^{1}(\mathbb{R}) \quad \text { for } \omega \neq 0
$$

has the Fourier transform

$$
\left(\mathcal{F} g_{-\pi / \omega}\right)(\omega)=\mathrm{e}^{\mathrm{i} \pi}(\mathcal{F} g)(\omega)=-(\mathcal{F} g)(\omega) \quad \text { for } \omega \neq 0
$$

This implies the representation

$$
2(\mathcal{F} g)(\omega)=(\mathcal{F} g)(\omega)-\left(\mathcal{F} g_{-\pi / \omega}\right)(\omega)=\int_{\mathbb{R}}(g(x)-g(x+\pi / \omega)) \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} x
$$

whereby, in combination with the dominated convergence theorem, we get

$$
\begin{equation*}
|\hat{g}(\omega)|=|(\mathcal{F} g)(\omega)| \leq \frac{1}{2} \int_{\mathbb{R}}|g(x)-g(x+\pi / \omega)| \mathrm{d} x \longrightarrow 0 \text { for }|\omega| \rightarrow \infty \tag{7.14}
\end{equation*}
$$

Now $\mathscr{C}_{c}(\mathbb{R})$ is dense in $\mathrm{L}^{1}(\mathbb{R})$, so that for any $f \in \mathrm{~L}^{1}(\mathbb{R})$ and $\varepsilon>0$ there is one $g \in \mathscr{C}_{c}(\mathbb{R})$ satisfying $\|f-g\|_{\mathrm{L}^{1}(\mathbb{R})}<\varepsilon$. From this, the statement follows from the estimate (7.11), whereby

$$
|\hat{f}(\omega)-\hat{g}(\omega)| \leq\|f-g\|_{L^{1}(\mathbb{R})}<\varepsilon \quad \text { for all } \omega \in \mathbb{R}
$$

in combination with the property (7.14).

[^41]Remark 7.5. By the Riemann-Lebesgue lemma, the Fourier transform $\mathcal{F}$ is a linear mapping between the Banach space $\left(L^{1}(\mathbb{R}),\|\cdot\|_{L^{1}(\mathbb{R})}\right)$ of all absolutely integrable functions and the Banach space $\left(\mathscr{C}_{0}(\mathbb{R}),\|\cdot\|_{\infty}\right)$ of all continuous functions that are vanishing at infinity, i.e.,

$$
\mathcal{F}: \mathrm{L}^{1}(\mathbb{R}) \longrightarrow \mathscr{C}_{0}(\mathbb{R})
$$

In our following discussion, two questions are of fundamental importance:

- Is the Fourier transform $\mathcal{F}$ invertible?
- Can the Fourier transform $\mathcal{F}$ be transferred to the Hilbert space $\mathrm{L}^{2}(\mathbb{R})$ ?

To give an answer to these questions, we require only a few preparations. First, we prove the following result.

Proposition 7.6. For $f, g \in \mathrm{~L}^{1}(\mathbb{R})$ both functions $\hat{f} g$ and $f \hat{g}$ are integrable. Moreover, we have

$$
\begin{equation*}
\int_{\mathbb{R}} \hat{f}(x) g(x) \mathrm{d} x=\int_{\mathbb{R}} f(\omega) \hat{g}(\omega) \mathrm{d} \omega \tag{7.15}
\end{equation*}
$$

Proof. Since the functions $\hat{f}$ and $\hat{g}$ are continuous and bounded, respectively, both functions $\hat{f} g$ and $f \hat{g}$ are integrable. By using the Fubini ${ }^{2}$ theorem, we can conclude

$$
\begin{aligned}
\int_{\mathbb{R}} f(\omega) \hat{g}(\omega) \mathrm{d} \omega & =\int_{\mathbb{R}} f(\omega)\left(\int_{\mathbb{R}} g(x) \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} x\right) \mathrm{d} \omega \\
& =\int_{\mathbb{R}}\left(\int_{\mathbb{R}} f(\omega) \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} \omega\right) g(x) \mathrm{d} x=\int_{\mathbb{R}} \hat{f}(x) g(x) \mathrm{d} x
\end{aligned}
$$

Now let us discuss two important examples for Fourier transforms.
Example 7.7. For $\alpha>0$, let $\Pi_{\alpha}=\chi_{[-\alpha, \alpha]}$ be the indicator function of the compact interval $[-\alpha, \alpha] \subset \mathbb{R}$. Then,

$$
\left(\mathcal{F} \sqcap_{1}\right)(\omega)=\int_{-1}^{1} \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} x=2 \cdot \operatorname{sinc}(\omega) \quad \text { for } \omega \in \mathbb{R}
$$

is the Fourier transform of $\Pi_{1}$, where the (continuous) function

$$
\operatorname{sinc}(\omega):=\left\{\begin{array}{cc}
\sin (\omega) / \omega & \text { for } \omega \neq 0 \\
1 & \text { for } \omega=0
\end{array}\right.
$$

is called sinus cardinalis (or, sinc function) (see Figure 7.1).

[^42]
(a) The indicator function $\Pi_{1}$

(b) The Fourier transform $\mathcal{F} \square_{1}=2 \operatorname{sinc}$

Fig. 7.1. The sinc function yields the Fourier transform of the function $\sqcap_{1}$.

By the scaling property in (7.12), we find that $\left(\mathcal{F} \sqcap_{\alpha}\right)(\omega)=2 \alpha \cdot \operatorname{sinc}(\alpha \omega)$, for $\omega \in \mathbb{R}$, is the Fourier transform of $\Pi_{\alpha}$. Note that the Fourier transform $\mathcal{F} \square_{\alpha}$ of $\Pi_{\alpha} \in \mathrm{L}^{1}(\mathbb{R})$ is not contained in $\mathrm{L}^{1}(\mathbb{R})$, since the sinc function is not absolutely integrable.

Example 7.8. We compute the Fourier transform of the Gauss function

$$
g_{\alpha}(x)=\mathrm{e}^{-\alpha x^{2}} \quad \text { for } x \in \mathbb{R}
$$

for $\alpha>0$ by

$$
\begin{aligned}
\widehat{g_{\alpha}}(\omega) & =\int_{\mathbb{R}} e^{-\alpha x^{2}} \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} x=\int_{\mathbb{R}} \mathrm{e}^{-\alpha\left(x^{2}+\mathrm{i} x \omega / \alpha\right)} \mathrm{d} x \\
& =\int_{\mathbb{R}} \mathrm{e}^{-\alpha\left(x^{2}+\frac{\mathrm{i} x \omega}{\alpha}+\left(\frac{\mathrm{i} \omega}{2 \alpha}\right)^{2}\right)} \mathrm{e}^{\alpha\left(\frac{\mathrm{i} \omega}{2 \alpha}\right)^{2}} \mathrm{~d} x \\
& =\mathrm{e}^{-\omega^{2} /(4 \alpha)} \int_{\mathbb{R}} \mathrm{e}^{-\alpha\left(x+\frac{\mathrm{i} \omega}{2 \alpha}\right)^{2}} \mathrm{~d} x \\
& =\sqrt{\frac{\pi}{\alpha}} \cdot \mathrm{e}^{-\omega^{2} /(4 \alpha)}
\end{aligned}
$$

where in the last line we used the well-known identity

$$
\int_{\mathbb{R}} \mathrm{e}^{-\alpha(x+\mathrm{i} y)^{2}} \mathrm{~d} x=\int_{\mathbb{R}} \mathrm{e}^{-\alpha x^{2}} \mathrm{~d} x=\sqrt{\frac{\pi}{\alpha}} \quad \text { for } \alpha>0
$$

In conclusion, we note the following observation:
The Fourier transform of a Gauss function is a Gauss function.
In particular, for $\alpha=1 / 2$, we have

$$
\begin{equation*}
\widehat{g_{1 / 2}}=\sqrt{2 \pi} \cdot g_{1 / 2} \tag{7.16}
\end{equation*}
$$

i.e., the Gauss function $g_{1 / 2}$ is an eigenfunction of $\mathcal{F}$ for the eigenvalue $\sqrt{2 \pi}$. The identity in (7.16) immediately implies the representation

$$
\begin{equation*}
\mathrm{e}^{-x^{2} / 2}=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \mathrm{e}^{-y^{2} / 2} \cdot \mathrm{e}^{\mathrm{i} x y} \mathrm{~d} y \quad \text { for all } x \in \mathbb{R} \tag{7.17}
\end{equation*}
$$

where we used the symmetry $g_{1 / 2}(x)=g_{1 / 2}(-x)$, for $x \in \mathbb{R}$.
Now we can determine the operator norm of $\mathcal{F}$.
Proposition 7.9. The Fourier transform $\mathcal{F}: L^{1}(\mathbb{R}) \longrightarrow \mathscr{C}_{0}(\mathbb{R})$ has operator norm one, i.e.,

$$
\|\mathcal{F}\|_{L^{1}(\mathbb{R}) \rightarrow \mathscr{C}_{0}(\mathbb{R})}=1
$$

Proof. For $f \in \mathrm{~L}^{1}(\mathbb{R})$, the Fourier transform $\mathcal{F} f=\hat{f}$ is bounded, due to (7.11), where $\|\mathcal{F} f\|_{\infty} \leq\|f\|_{L^{1}(\mathbb{R})}$. This implies $\|\mathcal{F}\|_{L^{1}(\mathbb{R}) \rightarrow \mathscr{C}_{0}(\mathbb{R})} \leq 1$. For the Gauss function $g_{1 / 2}(x)=\exp \left(-x^{2} / 2\right)$ from Example 7.8, we obtain $\left\|g_{1 / 2}\right\|_{L^{1}(\mathbb{R})}=\sqrt{2 \pi}$, on the one hand, whereas, on the other hand, we have $\left\|\mathcal{F} g_{1 / 2}\right\|_{\infty}=\sqrt{2 \pi}$, due to (7.16). This implies

$$
\|\mathcal{F}\|_{\mathrm{L}^{1}(\mathbb{R}) \rightarrow \mathscr{C}_{0}(\mathbb{R})}=\sup _{f \in \mathrm{~L}^{1}(\mathbb{R}) \backslash\{0\}} \frac{\|\mathcal{F} f\|_{\infty}}{\|f\|_{\mathrm{L}^{1}(\mathbb{R})}}=1
$$

From the result of Proposition 7.9, we can draw the following conclusion.
Corollary 7.10. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a convergent sequence in $\mathrm{L}^{1}(\mathbb{R})$ with limit $f \in \mathrm{~L}^{1}(\mathbb{R})$. Then, the corresponding sequence $\left(\hat{f}_{n}\right)_{n \in \mathbb{N}}$ of Fourier transforms $\mathcal{F} f_{n}=\hat{f}_{n} \in \mathscr{C}_{0}(\mathbb{R})$ converges uniformly on $\mathbb{R}$ to $\hat{f}$.

Proof. The statement follows immediately from the estimate

$$
\left\|\hat{f}_{n}-\hat{f}\right\|_{\infty}=\left\|\mathcal{F}\left(f_{n}-f\right)\right\|_{\infty} \leq\|\mathcal{F}\| \cdot\left\|f_{n}-f\right\|_{L^{1}(\mathbb{R})}=\left\|f_{n}-f\right\|_{L^{1}(\mathbb{R})}
$$

where $\|\mathcal{F}\|=\|\mathcal{F}\|_{\mathrm{L}^{1}(\mathbb{R}) \rightarrow \mathscr{C}_{0}(\mathbb{R})}=1$, due to Proposition 7.9.
In the following discussion, the convolution in $\mathrm{L}^{1}$ is of primary importance.
Definition 7.11. For $f, g \in \mathrm{~L}^{1}(\mathbb{R})$ the function

$$
\begin{equation*}
(f * g)(x):=\int_{\mathbb{R}} f(x-y) g(y) \mathrm{d} y \quad \text { for } x \in \mathbb{R} \tag{7.18}
\end{equation*}
$$

is called convolution product, in short, convolution, between $f$ and $g$.
We note that the convolution between $\mathrm{L}^{1}$-functions is well-defined, i.e., for $f, g \in \mathrm{~L}^{1}(\mathbb{R})$, the integral in (7.18) is finite, for all $x \in \mathbb{R}$. Moreover, the convolution $f * g$ is in $\mathrm{L}^{1}(\mathbb{R})$. We take note of this important result as follows.

Proposition 7.12. For $f, g \in \mathrm{~L}^{1}(\mathbb{R})$, the convolution $f * g$ is absolutely integrable, and we have the estimate

$$
\begin{equation*}
\|f * g\|_{\mathrm{L}^{1}(\mathbb{R})} \leq\|f\|_{\mathrm{L}^{1}(\mathbb{R})} \cdot\|g\|_{\mathrm{L}^{1}(\mathbb{R})} \tag{7.19}
\end{equation*}
$$

Proof. For $f, g \in \mathrm{~L}^{1}(\mathbb{R})$, we have the representation

$$
\begin{aligned}
\int_{\mathbb{R}}(f * g)(x) \mathrm{d} x & =\int_{\mathbb{R}} \int_{\mathbb{R}} f(x-y) g(y) \mathrm{d} y \mathrm{~d} x \\
& =\int_{\mathbb{R}} g(y)\left(\int_{\mathbb{R}} f(x-y) \mathrm{d} x\right) \mathrm{d} y=\int_{\mathbb{R}} f(x) \mathrm{d} x \cdot \int_{\mathbb{R}} g(y) \mathrm{d} y
\end{aligned}
$$

by using the Fubini theorem. Therefore, $f * g$ is integrable. From a similar representation for $|f * g|$, we get the estimate in (7.19).

Remark 7.13. Due to Proposition 7.12, the Banach space $L^{1}(\mathbb{R})$ is closed under the convolution product $*$, i.e., we have $f * g \in \mathrm{~L}^{1}(\mathbb{R})$ for $f, g \in \mathrm{~L}^{1}(\mathbb{R})$. Moreover, for $f, g \in \mathrm{~L}^{1}(\mathbb{R})$, we have the identity

$$
(f * g)(x)=\int_{\mathbb{R}} f(x-y) g(y) \mathrm{d} y=\int_{\mathbb{R}} f(y) g(x-y) \mathrm{d} y=(g * f)(x)
$$

for all $x \in \mathbb{R}$, i.e., the convolution $*$ is commutative on $\mathrm{L}^{1}(\mathbb{R})$.
Therefore, $L^{1}(\mathbb{R})$ is a commutative Banach algebra.
Due to Proposition 7.12 and Remark 7.13, we can apply the Fourier transform $\mathcal{F}$ to the convolution of two $\mathrm{L}^{1}$-functions. As we show now, the Fourier transform $\mathcal{F}(f * g)$ of the convolution $f * g$, for $f, g \in \mathrm{~L}^{1}(\mathbb{R})$, coincides with the algebraic product of their Fourier transforms $\mathcal{F} f$ and $\mathcal{F} g$.

## Theorem 7.14. (Fourier convolution theorem).

For $f, g \in \mathrm{~L}^{1}(\mathbb{R})$ we have

$$
\mathcal{F}(f * g)=(\mathcal{F} f) \cdot(\mathcal{F} g)
$$

Proof. With application of the Fubini theorem we immediately obtain by

$$
\begin{aligned}
(\mathcal{F}(f * g))(\omega) & =\int_{\mathbb{R}}(f * g)(x) \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} x=\int_{\mathbb{R}}\left(\int_{\mathbb{R}} f(x-y) g(y) \mathrm{d} y\right) \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} x \\
& =\int_{\mathbb{R}}\left(\int_{\mathbb{R}} f(x-y) \mathrm{e}^{-\mathrm{i}(x-y) \omega} \mathrm{d} x\right) g(y) \mathrm{e}^{-\mathrm{i} y \omega} \mathrm{~d} y \\
& =\int_{\mathbb{R}}(\mathcal{F} f)(\omega) g(y) \mathrm{e}^{-\mathrm{i} y \omega} \mathrm{~d} y=(\mathcal{F} f)(\omega) \cdot(\mathcal{F} g)(\omega)
\end{aligned}
$$

the stated representation for all $\omega \in \mathbb{R}$.
Next, we specialize the Fourier convolution theorem to autocorrelations.
Definition 7.15. For $f \in \mathrm{~L}^{1}(\mathbb{R})$ the convolution product

$$
\left(f * f^{*}\right)(x)=\int_{\mathbb{R}} f(x-y) f^{*}(y) \mathrm{d} y=\int_{\mathbb{R}} f(x+y) f(y) \mathrm{d} y \quad \text { for } x \in \mathbb{R}
$$

is called autocorrelation of $f$, where the function $f^{*} \in \mathrm{~L}^{1}(\mathbb{R})$ is defined as $f^{*}(x):=f(-x)$ for all $x \in \mathbb{R}$.

From the Fourier convolution theorem, Theorem 7.14, in combination with statement (c) in Proposition 7.2, we immediately get the following result.

Corollary 7.16. For real-valued $f \in \mathrm{~L}^{1}(\mathbb{R})$, we have the representation

$$
\mathcal{F}\left(f * f^{*}\right)(\omega)=|(\mathcal{F} f)(\omega)|^{2} \quad \text { for all } \omega \in \mathbb{R}
$$

for the Fourier transform of the autocorrelation of $f$.

### 7.1.1 The Fourier Inversion Theorem

In this section, we prove the Fourier inversion formula on $L^{1}(\mathbb{R})$, as we already motivated in the previous section. To this end, we derive a continuous version of the Fourier series representation in (7.5) by using the continuous Fourier spectrum $\hat{f}=\mathcal{F} f$, for $f \in \mathrm{~L}^{1}(\mathbb{R})$.

In order to do so, we need only a few preparations.
Definition 7.17. A sequence of functions $\left(\delta_{k}\right)_{k \in \mathbb{N}}$ is called $a$ Dirac $^{3}$ sequence in $\mathrm{L}^{1}(\mathbb{R})$, if all of the following conditions are satisfied.
(a) For all $k \in \mathbb{N}$, we have the positivity

$$
\delta_{k}(x) \geq 0 \quad \text { for almost every } x \in \mathbb{R}
$$

(b) For all $k \in \mathbb{N}$, we have the normalization

$$
\int_{\mathbb{R}} \delta_{k}(x) \mathrm{d} x=1
$$

(c) For all $r>0$, we have

$$
\lim _{k \rightarrow \infty} \int_{\mathbb{R} \backslash[-r, r]} \delta_{k}(x) \mathrm{d} x=0
$$

If we interpret the functions $\delta_{k} \in \mathrm{~L}^{1}(\mathbb{R})$ of a Dirac sequence as (nonnegative) mass densities, then the total mass will be normalized to unity, due to property (b). Moreover, the total mass will at increasing $k \in \mathbb{N}$ be concentrated around zero. This observation motivates the following example.
Example 7.18. For the Gauss function $g_{1 / 2}(x)=\mathrm{e}^{-x^{2} / 2}$ in Example 7.8, we have

$$
\int_{\mathbb{R}} g_{1 / 2}(x) \mathrm{d} x=\int_{\mathbb{R}} \mathrm{e}^{-x^{2} / 2} \mathrm{~d} x=\sqrt{2 \pi}
$$

Now we let $\delta_{1}(x):=\frac{1}{\sqrt{2 \pi}} g_{1 / 2}(x)$ and, moreover, $\delta_{k}(x):=k \delta_{1}(k x)$, for $k>1$, so that

$$
\begin{equation*}
\delta_{k}(x)=\frac{k}{\sqrt{2 \pi}} \cdot \mathrm{e}^{-k^{2} x^{2} / 2} \quad \text { for } k \in \mathbb{N} \tag{7.20}
\end{equation*}
$$

By elementary calculations, we see that the Gauss sequence $\left(\delta_{k}\right)_{k \in \mathbb{N}}$ satisfies all conditions (a)-(c) in Definition 7.17, i.e., $\left(\delta_{k}\right)_{k \in \mathbb{N}}$ is a Dirac sequence.

Next, we prove an important approximation theorem for $\mathrm{L}^{1}$-functions, according to which any $f \in \mathrm{~L}^{1}(\mathbb{R})$ can be approximated arbitrarily well by its convolutions $f * \delta_{k}$ with elements of a Dirac sequence $\left(\delta_{k}\right)_{k \in \mathbb{N}}$ in $\mathrm{L}^{1}(\mathbb{R})$.

[^43]Theorem 7.19. (Dirac approximation theorem).
Let $f \in \mathrm{~L}^{1}(\mathbb{R})$ and $\left(\delta_{k}\right)_{k \in \mathbb{N}}$ be a Dirac sequence in $\mathrm{L}^{1}(\mathbb{R})$. Then, we have

$$
\begin{equation*}
\left\|f-f * \delta_{k}\right\|_{\mathrm{L}^{1}(\mathbb{R})} \longrightarrow 0 \quad \text { for } k \rightarrow \infty \tag{7.21}
\end{equation*}
$$

i.e., the sequence $\left(f * \delta_{k}\right)_{k \in \mathbb{N}}$ converges in $\mathrm{L}^{1}(\mathbb{R})$ to $f$.

Proof. Let $g$ be a continuously differentiable function with compact support, i.e., $g \in \mathscr{C}_{c}^{1}(\mathbb{R})$. Then, the functions $g$ and $g^{\prime}$ are bounded on $\mathbb{R}$, i.e., there is a constant $M>0$ with $\max \left(\|g\|_{\infty},\left\|g^{\prime}\right\|_{\infty}\right) \leq M$. We let $K:=|\operatorname{supp}(g)|<\infty$ for the (finite) length $|\operatorname{supp}(g)|$ of the support interval $\operatorname{supp}(g) \subset \mathbb{R}$ of $g$.

We estimate the $\mathrm{L}^{1}$-error $\left\|g-g * \delta_{k}\right\|_{\mathrm{L}^{1}(\mathbb{R})}$ from above by

$$
\begin{align*}
\left\|g-g * \delta_{k}\right\|_{\mathrm{L}^{1}(\mathbb{R})} & =\int_{\mathbb{R}}\left|\int_{\mathbb{R}} \delta_{k}(y)(g(x)-g(x-y)) \mathrm{d} y\right| \mathrm{d} x \\
& \leq \int_{\mathbb{R}}\left(\int_{\mathbb{R}} \delta_{k}(y)|g(x)-g(x-y)| \mathrm{d} y\right) \mathrm{d} x \\
& =\int_{\mathbb{R}} \delta_{k}(y)\left(\int_{\mathbb{R}}|g(x)-g(x-y)| \mathrm{d} x\right) \mathrm{d} y \tag{7.22}
\end{align*}
$$

where we used the properties (a) and (b) in Definition 7.17. Note that the function $h_{y}:=g-g(\cdot-y)$ satisfies, for any $y \in \mathbb{R}$, the estimate

$$
\begin{equation*}
\left|h_{y}(x)\right| \leq\left\|g^{\prime}\right\|_{\infty} \cdot|y| \leq M \cdot|y| \quad \text { for all } x \in \mathbb{R} \tag{7.23}
\end{equation*}
$$

Now we split the outer integral in (7.22) into a sum of two terms, which we estimate uniformly from above by (7.23), so that we have, for any $\rho>0$,

$$
\begin{aligned}
& \left\|g-g * \delta_{k}\right\|_{\mathrm{L}^{1}(\mathbb{R})} \\
& \leq \int_{-\rho}^{\rho} \delta_{k}(y)\left(\int_{\mathbb{R}}\left|h_{y}(x)\right| \mathrm{d} x\right) \mathrm{d} y+\int_{\mathbb{R} \backslash(-\rho, \rho)} \delta_{k}(y)\left(\int_{\mathbb{R}}\left|h_{y}(x)\right| \mathrm{d} x\right) \mathrm{d} y \\
& \leq 2 \cdot|\operatorname{supp}(g)| \cdot\left\|g^{\prime}\right\|_{\infty} \cdot \rho+2 \cdot|\operatorname{supp}(g)| \cdot\|g\|_{\infty} \int_{\mathbb{R} \backslash(-\rho, \rho)} \delta_{k}(y) \mathrm{d} y \\
& \leq 4 \cdot K \cdot M \cdot \rho
\end{aligned}
$$

for all $k \geq N \equiv N(\rho) \in \mathbb{N}$ satisfying

$$
\int_{\mathbb{R} \backslash(-\rho, \rho)} \delta_{k}(y) \mathrm{d} y \leq \rho,
$$

by using property (c) in Definition 7.17. For $\varepsilon>0$ we have $\left\|g-g * \delta_{k}\right\|_{\mathrm{L}^{1}(\mathbb{R})}<\varepsilon$, for all $k \geq N$, with assuming $\rho<\varepsilon /(4 K M)$, Therefore, $g \in \mathscr{C}_{c}^{1}(\mathbb{R})$ can be approximated arbitrarily well in $\mathrm{L}^{1}(\mathbb{R})$ by convolutions $g * \delta_{k}$. Finally, $\mathscr{C}_{c}^{1}(\mathbb{R})$ is dense in $L^{1}(\mathbb{R})$, which implies the stated $L^{1}$-convergence in (7.21) for $f \in \mathrm{~L}^{1}(\mathbb{R})$.

Now we turn to the Fourier inversion formula. At the outset of Section 7.1, we derived the representation (7.8) for periodic functions. We can transfer the inversion formula (7.8) from the discrete case to the continuous case. This motivates the following definition.

Definition 7.20. For $g \in L^{1}(\mathbb{R})$ we call the function

$$
\begin{equation*}
\left(\mathcal{F}^{-1} g\right)(x)=\check{g}(x):=\frac{1}{2 \pi} \int_{\mathbb{R}} g(\omega) \cdot \mathrm{e}^{\mathrm{i} x \omega} \mathrm{~d} \omega \quad \text { for } x \in \mathbb{R} \tag{7.24}
\end{equation*}
$$

inverse Fourier transform of $g$. The inverse Fourier operator, which assigns $g \in \mathrm{~L}^{1}(\mathbb{R})$ to its inverse Fourier transform $\check{g}$, is denoted as $\mathcal{F}^{-1}$.

Now we can prove the Fourier inversion formula

$$
f=\mathcal{F}^{-1} \mathcal{F} f
$$

under suitable assumptions on $f \in \mathrm{~L}^{1}(\mathbb{R})$.
Theorem 7.21. (Fourier inversion formula).
For $f \in \mathrm{~L}^{1}(\mathbb{R})$ satisfying $\hat{f}=\mathcal{F} f \in \mathrm{~L}^{1}(\mathbb{R})$ the Fourier inversion formula

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{\mathbb{R}} \hat{f}(\omega) \cdot \mathrm{e}^{\mathrm{i} x \omega} \mathrm{~d} \omega \quad \text { for almost every } x \in \mathbb{R} \tag{7.25}
\end{equation*}
$$

holds with equality at every point $x \in \mathbb{R}$, where $f$ is continuous.
Proof. In the following proof, we utilize the Dirac sequence $\left(\delta_{k}\right)_{k \in \mathbb{N}}$ of Gauss functions from Example 7.18. For $\delta_{k}$ in (7.20), the identity (7.17) yields the representation

$$
\begin{equation*}
\delta_{k}(x)=\frac{k}{2 \pi} \int_{\mathbb{R}} \mathrm{e}^{-y^{2} / 2} \cdot \mathrm{e}^{\mathrm{i} k x y} \mathrm{~d} y=\frac{1}{2 \pi} \int_{\mathbb{R}} \mathrm{e}^{-\omega^{2} /\left(2 k^{2}\right)} \cdot \mathrm{e}^{\mathrm{i} x \omega} \mathrm{~d} \omega \tag{7.26}
\end{equation*}
$$

for all $k \in \mathbb{N}$. This in turn implies

$$
\begin{align*}
\left(f * \delta_{k}\right)(x) & =\int_{\mathbb{R}} f(y)\left(\frac{1}{2 \pi} \int_{\mathbb{R}} \mathrm{e}^{-\omega^{2} /\left(2 k^{2}\right)} \cdot \mathrm{e}^{\mathrm{i}(x-y) \omega} \mathrm{d} \omega\right) \mathrm{d} y \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}}\left(\int_{\mathbb{R}} f(y) \cdot \mathrm{e}^{-\mathrm{i} y \omega} \mathrm{~d} y\right) \mathrm{e}^{-\omega^{2} /\left(2 k^{2}\right)} \cdot \mathrm{e}^{\mathrm{i} x \omega} \mathrm{~d} \omega \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \hat{f}(\omega) \cdot \mathrm{e}^{-\omega^{2} /\left(2 k^{2}\right)} \cdot \mathrm{e}^{\mathrm{i} x \omega} \mathrm{~d} \omega \tag{7.27}
\end{align*}
$$

where, for changing order of integration, we applied the dominated convergence theorem with the dominating function $|f(y)| \mathrm{e}^{-\omega^{2}}$.

For $k \rightarrow \infty$, the sequence of integrals in (7.27) converges to

$$
\frac{1}{2 \pi} \int_{\mathbb{R}} \hat{f}(\omega) \cdot \mathrm{e}^{\mathrm{i} x \omega} \mathrm{~d} \omega
$$

where we use the assumption $\hat{f} \in \mathrm{~L}^{1}(\mathbb{R})$.
According to the Dirac approximation theorem, Theorem 7.19, the sequence of Dirac approximations $f * \delta_{k}$ converges in $\mathrm{L}^{1}(\mathbb{R})$ to $f$, for $k \rightarrow \infty$. This already proves the stated Fourier inversion formula (7.25) in $L^{1}(\mathbb{R})$.

Finally, the parameter integral in (7.25) is a continuous function at $x$. Therefore, we have equality in (7.25), provided that $f$ is continuous at $x$.

Remark 7.22. According to Remark 7.5, the Fourier transform maps any $f \in \mathrm{~L}^{1}(\mathbb{R})$ to a continuous function $\hat{f} \in \mathscr{C}_{0}(\mathbb{R})$. Therefore, by the Fourier inversion formula, Theorem 7.21 , there exists for any $f \in \mathrm{~L}^{1}(\mathbb{R})$ satisfying $\hat{f} \in \mathrm{~L}^{1}(\mathbb{R})$ a continuous representative $\tilde{f} \in \mathrm{~L}^{1}(\mathbb{R})$, which coincides with $f$ almost everywhere on $\mathbb{R}$ (i.e., $f \equiv \tilde{f}$ in the $\mathrm{L}^{1}$-sense), and for which the Fourier inversion formula holds on $\mathbb{R}$.

The Fourier inversion formula implies the injectivity of $\mathcal{F}$ on $\mathrm{L}^{1}(\mathbb{R})$.
Corollary 7.23. Suppose $\mathcal{F} f=0$ for $f \in \mathrm{~L}^{1}(\mathbb{R})$. Then, $f=0$ almost everywhere, i.e., the Fourier transform $\mathcal{F}: \mathrm{L}^{1}(\mathbb{R}) \longrightarrow \mathscr{C}_{0}(\mathbb{R})$ is injective.

In the following discussion, we will often apply the Fourier inversion formula to continuous functions $f \in \mathrm{~L}^{1}(\mathbb{R}) \cap \mathscr{C}(\mathbb{R})$. By the following result, we can in this case drop the assumption $\hat{f} \in \mathrm{~L}^{1}(\mathbb{R})$ (see Exercise 7.64).

Corollary 7.24. For $f \in \mathrm{~L}^{1}(\mathbb{R}) \cap \mathscr{C}(\mathbb{R})$ the Fourier inversion formula

$$
\begin{equation*}
f(x)=\lim _{\varepsilon \searrow 0}\left(\frac{1}{2 \pi} \int_{\mathbb{R}} \hat{f}(\omega) \cdot \mathrm{e}^{\mathrm{i} x \omega} \mathrm{e}^{-\varepsilon|\omega|^{2}} \mathrm{~d} \omega\right) \quad \text { for all } x \in \mathbb{R} \tag{7.28}
\end{equation*}
$$

holds.

### 7.2 The Fourier Transform on $\mathrm{L}^{2}(\mathbb{R})$

In this section, we transfer the Fourier transform $\mathcal{F}: L^{1}(\mathbb{R}) \longrightarrow \mathscr{C}_{0}(\mathbb{R})$ from $L^{1}(\mathbb{R})$ to $L^{2}(\mathbb{R})$. We remark, however, that the Banach space $L^{1}(\mathbb{R})$ is not a subspace of the Hilbert space $L^{2}(\mathbb{R})$ (see Exercise 7.57). For this reason, we first consider the Schwartz ${ }^{4}$ space

$$
\mathcal{S}(\mathbb{R})=\left\{f \in \mathscr{C}^{\infty}(\mathbb{R}) \left\lvert\, x^{k} \cdot \frac{\mathrm{~d}^{\ell}}{\mathrm{d} x^{\ell}} f(x)\right. \text { is bounded for all } k, \ell \in \mathbb{N}_{0}\right\}
$$

of all rapidly decaying $\mathscr{C}^{\infty}$ functions.

[^44]Remark 7.25. Every function $f \in \mathcal{S}(\mathbb{R})$ and all of its derivatives $f^{(k)}$, for $k \in \mathbb{N}$, are rapidly decaying to zero around infinity, i.e., for any (complexvalued) polynomial $p \in \mathcal{P}^{\mathbb{C}}$ and for any $k \in \mathbb{N}_{0}$, we have

$$
p(x) f^{(k)}(x) \longrightarrow 0 \quad \text { for }|x| \rightarrow \infty .
$$

Therefore, all derivatives $f^{(k)}$ of $f \in \mathcal{S}(\mathbb{R})$, for $k \in \mathbb{N}$, are also contained in $\mathcal{S}(\mathbb{R})$. Obviously, we have the inclusion $\mathcal{S}(\mathbb{R}) \subset \mathrm{L}^{1}(\mathbb{R})$, and so $f \in \mathcal{S}(\mathbb{R})$ and all its derivatives $f^{(k)}$, for $k \in \mathbb{N}$, are absolutely integrable, i.e., we have $f^{(k)} \in \mathrm{L}^{1}(\mathbb{R})$ for all $k \in \mathbb{N}_{0}$.

Typical examples of elements in the Schwartz space $\mathcal{S}(\mathbb{R})$ are $\mathscr{C}^{\infty}$ functions with compact support. Another example is the Gauss function $g_{\alpha}$, for $\alpha>0$, from Example 7.8. Before we give further examples of functions in the Schwartz space $\mathcal{S}(\mathbb{R})$, we first note a few observations.

According to Remark 7.25, every function $f \in \mathcal{S}(\mathbb{R})$ and all its derivatives $f^{(k)}$, for $k \in \mathbb{N}$, have a Fourier transform. Moreover, for $f \in \mathcal{S}(\mathbb{R})$ and $k, \ell \in \mathbb{N}_{0}$, we have the representations

$$
\begin{aligned}
\frac{\mathrm{d}^{\ell}}{\mathrm{d} \omega^{\ell}}(\mathcal{F} f)(\omega) & =(-\mathrm{i})^{\ell}\left(\mathcal{F}\left(x^{\ell} f\right)\right)(\omega) \quad \text { for all } \omega \in \mathbb{R} \\
\left(\mathcal{F} f^{(k)}\right)(\omega) & =(\mathrm{i} \omega)^{k}(\mathcal{F} f)(\omega) \quad \text { for all } \omega \in \mathbb{R}
\end{aligned}
$$

as they directly follow (by induction) from Proposition 7.2 (d)-(e) (see Exercise 7.59). This yields the uniform estimate

$$
\begin{equation*}
\left|\omega^{k} \frac{\mathrm{~d}^{\ell}}{\mathrm{d} \omega^{\ell}}(\mathcal{F} f)(\omega)\right| \leq\left\|\frac{\mathrm{d}^{k}}{\mathrm{~d} x^{k}}\left(x^{\ell} f(x)\right)\right\|_{\mathrm{L}^{1}(\mathbb{R})} \quad \text { for all } \omega \in \mathbb{R} . \tag{7.29}
\end{equation*}
$$

i.e., all functions $\omega^{k}(\mathcal{F} f)^{(\ell)}(\omega)$, for $k, \ell \in \mathbb{N}_{0}$, are bounded. Therefore, we see that the Fourier transform $\mathcal{F} f$ of any $f \in \mathcal{S}(\mathbb{R})$ is also contained in $\mathcal{S}(\mathbb{R})$. By the Fourier inversion formula, Theorem 7.25, the Fourier transform $\mathcal{F}$ is bijective on $\mathcal{S}(\mathbb{R})$. We reformulate this important result as follows.

Theorem 7.26. The Fourier transform $\mathcal{F}: \mathcal{S}(\mathbb{R}) \longrightarrow \mathcal{S}(\mathbb{R})$ is an automorphism on the Schwartz space $\mathcal{S}(\mathbb{R})$, i.e., $\mathcal{F}$ is linear and bijective on $\mathcal{S}(\mathbb{R})$.

Now we make an important example for a family of functions that are contained in the Schwartz space $\mathcal{S}(\mathbb{R})$. To this end, we recall the Hermite polynomials $H_{n}$ from Section 4.4.3 and their associated Hermite functions $h_{n}$ from Exercise 4.42.

Example 7.27. The Hermite functions

$$
\begin{equation*}
h_{n}(x)=H_{n}(x) \cdot \mathrm{e}^{-x^{2} / 2} \quad \text { for } n \in \mathbb{N}_{0} \tag{7.30}
\end{equation*}
$$

are contained in the Schwartz space $\mathcal{S}(\mathbb{R})$. Indeed, this follows from the rapid decay of the Gauss function $g_{1 / 2}(x)=\exp \left(-x^{2} / 2\right)$, cf. Example 7.8.

The Schwartz space $\mathcal{S}(\mathbb{R})$ is obviously contained in any Banach space $\mathrm{L}^{p}(\mathbb{R})$, for $1 \leq p \leq \infty$. In particular, $\mathcal{S}(\mathbb{R})$ is a subspace of the Hilbert space $\mathrm{L}^{2}(\mathbb{R})$, i.e., $\mathcal{S}(\mathbb{R}) \subset \mathrm{L}^{2}(\mathbb{R})$. In the following discussion, we work with the $\mathrm{L}^{2}$-inner product

$$
\begin{equation*}
(f, g)=\int_{\mathbb{R}} f(x) \overline{g(x)} \mathrm{d} x \quad \text { for } f, g \in \mathrm{~L}^{2}(\mathbb{R}) \tag{7.31}
\end{equation*}
$$

Now we prove the completeness of the Hermite functions in $L^{2}(\mathbb{R})$.
Proposition 7.28. The Hermite functions $\left(h_{n}\right)_{n \in \mathbb{N}_{0}}$ in (7.30) are a complete orthogonal system in the Hilbert space $\mathrm{L}^{2}(\mathbb{R})$.

Proof. The orthogonality of $\left(h_{n}\right)_{n \in \mathbb{N}_{0}}$ follows from the orthogonality of the Hermite polynomials in Theorem 4.28. According to (4.47), we have

$$
\begin{equation*}
\left(h_{m}, h_{n}\right)=2^{n} n!\sqrt{\pi} \cdot \delta_{m n} \quad \text { for all } m, n \in \mathbb{N}_{0} \tag{7.32}
\end{equation*}
$$

Now we show the completeness of the system $\left(h_{n}\right)_{n \in \mathbb{N}_{0}}$. To this end, we use the completeness criterion in Theorem 6.26, as follows.

Suppose that $f \in \mathrm{~L}^{2}(\mathbb{R})$ satisfies $\left(f, h_{n}\right)=0$ for all $n \in \mathbb{N}_{0}$. Then, we consider the function $g: \mathbb{C} \longrightarrow \mathbb{C}$, defined as

$$
g(z)=\int_{\mathbb{R}} h_{0}(x) f(x) \mathrm{e}^{-\mathrm{i} x z} \mathrm{~d} x \quad \text { for } z \in \mathbb{C}
$$

Note that $g$ is holomorphic on $\mathbb{C}$, and, moreover, we have

$$
g^{(m)}(z)=(-\mathrm{i})^{m} \int_{\mathbb{R}} x^{m} h_{0}(x) f(x) \mathrm{e}^{-\mathrm{i} x z} \mathrm{~d} x \quad \text { for } m \in \mathbb{N}_{0}
$$

Therefore, $g^{(m)}(0)$ can be written as a linear combination of the inner products $\left(f, h_{k}\right)$, for $k=0, \ldots, m$, so that $g^{(m)}(0)=0$ for all $m \in \mathbb{N}_{0}$. From this, we conclude $g \equiv 0$, since $g$ is holomorphic, which in turn implies $\mathcal{F}\left(h_{0} f\right)=0$. By Corollary 7.23, we get $h_{0} f=0$ almost everywhere. In particular, we have $f=0$ almost everywhere. Due to the completeness criterion, Theorem 6.26, the orthogonal system $\left(h_{n}\right)_{n \in \mathbb{N}_{0}}$ is complete in $\mathrm{L}^{2}(\mathbb{R})$.

Theorem 7.29. For any $n \in \mathbb{N}_{0}$, the Hermite function $h_{n}$ in (7.30) is an eigenfunction of the Fourier transform for the eigenvalue $\sqrt{2 \pi}(-\mathrm{i})^{n}$, i.e.,

$$
\widehat{h_{n}}=\sqrt{2 \pi}(-\mathrm{i})^{n} h_{n} \quad \text { for all } n \in \mathbb{N}_{0}
$$

Proof. We prove the statement by induction on $n \in \mathbb{N}_{0}$.
Initial step: For $n=0$ the statement holds for $h_{0}=g_{1 / 2}$ by (7.16).
Induction hypothesis: Assume that the Hermite function $h_{n}$ is an eigenfunction of the Fourier transform for the eigenvalue $\sqrt{2 \pi}(-i)^{n}$, for $n \in \mathbb{N}_{0}$.

Induction step $(n \longrightarrow n+1)$ : By partial integration, we obtain

$$
\begin{aligned}
\widehat{h_{n+1}}(\omega)= & \int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} x \omega} h_{n+1}(x) \mathrm{d} \omega \\
= & \int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} x \omega}(-1)^{n+1} \mathrm{e}^{x^{2} / 2} \frac{\mathrm{~d}}{\mathrm{~d} x}\left(\frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} \mathrm{e}^{-x^{2}}\right) \mathrm{d} x \\
= & \lim _{R \rightarrow \infty}\left[\mathrm{e}^{-\mathrm{i} x \omega}(-1)^{n+1} \mathrm{e}^{x^{2} / 2} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} \mathrm{e}^{-x^{2}}\right]_{x=-R}^{x=R} \\
& -\int_{\mathbb{R}}(-\mathrm{i} \omega+x) \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{e}^{x^{2} / 2}(-1)^{n+1} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} \mathrm{e}^{-x^{2}} \mathrm{~d} x \\
= & \lim _{R \rightarrow \infty}\left[-\mathrm{e}^{-\mathrm{i} x \omega} h_{n}(x)\right]_{x=-R}^{x=R}+\int_{\mathbb{R}}(-\mathrm{i} \omega+x) \mathrm{e}^{-\mathrm{i} x \omega} h_{n}(x) \mathrm{d} x \\
= & -\mathrm{i} \omega \widehat{h_{n}}(\omega)+\widehat{x h_{n}}(\omega) .
\end{aligned}
$$

From the induction hypothesis and Proposition 7.2 (e), we conclude

$$
\begin{equation*}
\widehat{h_{n+1}}(\omega)=\sqrt{2 \pi}(-\mathrm{i})^{n+1}\left(\omega h_{n}(\omega)-h_{n}^{\prime}(\omega)\right) . \tag{7.33}
\end{equation*}
$$

Now the three-term recursion of the Hermite polynomials in (4.48) can be transferred to the Hermite functions, so that

$$
\begin{equation*}
h_{n+1}(x)=2 x h_{n}(x)-2 n h_{n-1}(x) \quad \text { for } n \geq 0 \tag{7.34}
\end{equation*}
$$

holds with the initial values $h_{-1} \equiv 0$ and $h_{0}(x)=\exp \left(-x^{2} / 2\right)$. By using the recursion $H_{n}^{\prime}(x)=2 n H_{n-1}(x)$, for $n \in \mathbb{N}$, from Corollary 4.30, we get

$$
\begin{align*}
h_{n}^{\prime}(x) & =\frac{\mathrm{d}}{\mathrm{~d} x}\left(\mathrm{e}^{-x^{2} / 2} \cdot H_{n}(x)\right)=-x \cdot \mathrm{e}^{-x^{2} / 2} \cdot H_{n}(x)+\mathrm{e}^{-x^{2} / 2} \cdot H_{n}^{\prime}(x) \\
& =-x h_{n}(x)+\mathrm{e}^{-x^{2} / 2}\left(2 n H_{n-1}(x)\right) \\
& =2 n h_{n-1}(x)-x h_{n}(x) . \tag{7.35}
\end{align*}
$$

Moreover, the representations in (7.34) and (7.35) imply the recursion

$$
\begin{equation*}
h_{n+1}(x)=x h_{n}(x)-h_{n}^{\prime}(x) \quad \text { for } n \geq 0 \tag{7.36}
\end{equation*}
$$

(cf. Exercise 4.42). Therefore, $\widehat{h_{n+1}}=\sqrt{2 \pi}(-\mathrm{i})^{n+1} h_{n+1}$ by (7.33) and (7.36).

Given the completeness of the Hermite functions $\left(h_{n}\right)_{n \in \mathbb{N}_{0}}$ in $\mathrm{L}^{2}(\mathbb{R})$, according to Theorem 7.28, there is a unique extension of the Fourier transform $\mathcal{F}: \mathcal{S}(\mathbb{R}) \longrightarrow \mathcal{S}(\mathbb{R})$ to the Hilbert space $\mathrm{L}^{2}(\mathbb{R})$. Moreover, by the spectral property of the orthonormal system $\left(h_{n}\right)_{n \in \mathbb{N}_{0}}$ in $\mathrm{L}^{2}(\mathbb{R})$, as shown in Theorem 7.29 , the Parseval identity (6.12) can also be extended to $L^{2}(\mathbb{R})$. This important result is referred to as the Plancherel ${ }^{5}$ theorem.

[^45]
## Theorem 7.30. (Plancherel theorem).

The Fourier transform $\mathcal{F}: \mathcal{S}(\mathbb{R}) \longrightarrow \mathcal{S}(\mathbb{R})$ can uniquely be extended to a bounded and bijective linear mapping on the Hilbert space $\mathrm{L}^{2}(\mathbb{R})$. The extended Fourier transform $\mathcal{F}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow \mathrm{L}^{2}(\mathbb{R})$ has the following properties.
(a) The Parseval identity

$$
(\mathcal{F} f, \mathcal{F} g)=2 \pi(f, g) \quad \text { for all } f, g \in \mathrm{~L}^{2}(\mathbb{R})
$$

holds, so that in particular

$$
\|\mathcal{F} f\|_{\mathrm{L}^{2}(\mathbb{R})}=\sqrt{2 \pi}\|f\|_{\mathrm{L}^{2}(\mathbb{R})} \quad \text { for all } f \in \mathrm{~L}^{2}(\mathbb{R})
$$

(b) The Fourier inversion formula holds on $\mathrm{L}^{2}(\mathbb{R})$, i.e.,

$$
\mathcal{F}^{-1}(\mathcal{F} f)=f \quad \text { for all } f \in \mathrm{~L}^{2}(\mathbb{R})
$$

(c) For the operator norms of $\mathcal{F}$ and $\mathcal{F}^{-1}$ on $\mathrm{L}^{2}(\mathbb{R})$, we have

$$
\begin{aligned}
\|\mathcal{F}\|_{\mathrm{L}^{2}(\mathbb{R}) \rightarrow \mathrm{L}^{2}(\mathbb{R})} & =(2 \pi)^{1 / 2} \\
\left\|\mathcal{F}^{-1}\right\|_{\mathrm{L}^{2}(\mathbb{R}) \rightarrow \mathrm{L}^{2}(\mathbb{R})} & =(2 \pi)^{-1 / 2} .
\end{aligned}
$$

We close this section by the following remark.
Remark 7.31. The Fourier operator $\mathcal{F}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow \mathrm{L}^{2}(\mathbb{R})$ is uniquely determined by the properties in Theorem 7.30. Moreover, we remark that the Fourier transform $\mathcal{F}: \mathrm{L}^{1}(\mathbb{R}) \longrightarrow \mathscr{C}_{0}(\mathbb{R})$ maps any $f \in \mathrm{~L}^{1}(\mathbb{R})$ to a unique uniformly continous function $\mathcal{F} f \in \mathscr{C}_{0}(\mathbb{R})$. In contrast, the Fourier transform $\mathcal{F}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow \mathrm{L}^{2}(\mathbb{R})$ maps any $f \in \mathrm{~L}^{2}(\mathbb{R})$ to a function $\mathcal{F} f \in \mathrm{~L}^{2}(\mathbb{R})$ that is merely almost everywhere unique.

### 7.3 The Shannon Sampling Theorem

This section is devoted to the Shannon ${ }^{6}$ sampling theorem, which is a fundamental result in mathematical signal processing. According to the Shannon sampling theorem, any signal $f \in \mathrm{~L}^{2}(\mathbb{R})$ with bounded frequency density can be reconstructed exactly from its samples (i.e., function values) on an infinite uniform grid $\{j d \mid j \in \mathbb{Z}\} \subset \mathbb{R}$ at a sufficiently small sampling rate $d>0$.

We formulate the mathematical assumptions on $f$ as follows.
Definition 7.32. A function $f \in \mathrm{~L}^{2}(\mathbb{R})$ is said to be band-limited, if its Fourier transform $\mathcal{F} f$ has compact support $\operatorname{supp}(\mathcal{F} f)$, i.e., if there is some constant $L>0$ satisfying $\operatorname{supp}(\mathcal{F} f) \subset[-L, L]$, where the smallest constant $L$ with this property is called the bandwidth of $f$.

[^46]Remark 7.33. Every band-limited function $f$ is analytic. This important result is due to the Paley ${ }^{7}-$ Wiener $^{8}$ theorem. A detailed discussion concerning the analyticity of Fourier transforms can be found in [58, Section IX.3].

Theorem 7.34. (Shannon sampling theorem).
Let $f \in \mathrm{~L}^{2}(\mathbb{R})$ be a band-limited function with bandwidth $L>0$. Then, we have the reconstruction formula

$$
\begin{equation*}
f(x)=\sum_{j \in \mathbb{Z}} f(j \pi / L) \cdot \operatorname{sinc}(L x-j \pi) \quad \text { for all } x \in \mathbb{R} \tag{7.37}
\end{equation*}
$$

Proof. Without loss of generality, we assume $L=\pi$ for the bandwidth of $f$, since otherwise we can resort to the case $\hat{g}(\omega)=\hat{f}(\omega \cdot \pi / L)$.

For a fixed $x \in \mathbb{R}$, we work with the function $e_{x}(\omega)=\exp (\mathrm{i} x \omega)$. By $e_{x} \in \mathrm{~L}^{2}[-\pi, \pi]$, the Fourier series representation

$$
e_{x}(\omega)=\sum_{j \in \mathbb{Z}} c_{j}\left(e_{x}\right) \cdot \mathrm{e}^{\mathrm{i} j \omega}
$$

holds in the $\mathrm{L}^{2}$-sense. The Fourier coefficients $c_{j}\left(e_{x}\right)$ of $e_{x}$ can be computed as

$$
c_{j}\left(e_{x}\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e_{x}(\omega) \cdot \mathrm{e}^{-\mathrm{i} j \omega} \mathrm{~d} \omega=\operatorname{sinc}(\pi(x-j)) \quad \text { for all } j \in \mathbb{Z}
$$

Now $f$ has a continuous representative in $\mathrm{L}^{2}$ which satisfies the representation

$$
\begin{align*}
f(x) & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \hat{f}(\omega) \cdot \mathrm{e}^{\mathrm{i} x \omega} \mathrm{~d} \omega  \tag{7.38}\\
& =\sum_{j \in \mathbb{Z}} \operatorname{sinc}(\pi(x-j)) \cdot \frac{1}{2 \pi} \int_{-\pi}^{\pi} \hat{f}(\omega) \cdot \mathrm{e}^{\mathrm{i} j \omega} \mathrm{~d} \omega  \tag{7.39}\\
& =\sum_{j \in \mathbb{Z}} f(j) \cdot \operatorname{sinc}(\pi(x-j)) \tag{7.40}
\end{align*}
$$

pointwise for all $x \in \mathbb{R}$. Note that we have applied the Fourier inversion formula of the Plancherel theorem, Theorem 7.30, to obtain (7.38) and (7.40).

Finally, we remark that the interchange of integration and summation in (7.39) is valid by the Parseval identity

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi} g(\omega) \overline{h(\omega)} \mathrm{d} \omega=\sum_{j \in \mathbb{Z}} c_{j}(g) \cdot \overline{c_{j}(h)} \quad \text { for all } g, h \in \mathrm{~L}^{2}[-\pi, \pi]
$$

which completes our proof for the stated reconstruction formula in (7.37).

[^47]Remark 7.35. By the Shannon sampling theorem, Theorem 7.34, any bandlimited function $f \in \mathrm{~L}^{1}(\mathbb{R}) \cap \mathscr{C}(\mathbb{R})$, or, $f \in \mathrm{~L}^{2}(\mathbb{R})$ with bandwidth $L>0$ can uniquely be reconstructed from its values on the uniform sampling grid $\{j d \mid j \in \mathbb{Z}\} \subset \mathbb{R}$ for all sampling rates $d \leq \pi / L$. Therefore, the optimal sampling rate is $d^{*}=\pi / L$, and this rate corresponds to half of the smallest wave length $2 \pi / L$ that is present in the signal $f$. The optimal sampling rate $d^{*}=\pi / L$ is called the Nyquist rate (or, Nyquist distance).

Remark 7.36. In the commonly used literature, various formulations of the Shannon sampling theorem are given for band-limited functions $f \in \mathrm{~L}^{1}(\mathbb{R})$, rather than for $f \in \mathrm{~L}^{2}(\mathbb{R})$. We remark that the representation in (7.37) does also hold for band-limited functions $f \in \mathrm{~L}^{1}(\mathbb{R})$, or, to be more precise, the representation in (7.37) holds pointwise for a continuous representative of $f \in \mathrm{~L}^{1}(\mathbb{R})$. In fact, this statement can be shown (for compact $\operatorname{supp}(\hat{f}) \subset \mathbb{R}$ ) by following along the lines of our proof for Theorem 7.34.

Remark 7.37. The Shannon sampling theorem is, in its different variants, also connected with the names of Nyquist ${ }^{9}$, Whittaker ${ }^{10}$, and Kotelnikov ${ }^{11}$. In fact, Kotelnikov had formulated and published the sampling theorem already in 1933, although his work was widely unknown for a long time. Shannon formulated the sampling theorem in 1948, where he used this result as a starting point for his theory on maximal channel capacities.

### 7.4 The Multivariate Fourier Transform

In this section, we introduce the Fourier transform for complex-valued functions $f \equiv f\left(x_{1}, \ldots, x_{d}\right)$ of $d$ real variables. To this end, we can rely on basic concepts for the univariate case, $d=1$, from the previous sections. Again, we first regard the Fourier transform on the Banach space of all absolutely integrable functions,

$$
\mathrm{L}^{1}\left(\mathbb{R}^{d}\right)=\left\{f: \mathbb{R}^{d} \longrightarrow \mathbb{C}\left|\int_{\mathbb{R}^{d}}\right| f(x) \mid \mathrm{d} x<\infty\right\},
$$

equipped with the $L^{1}$-norm

$$
\|f\|_{\mathrm{L}^{1}\left(\mathbb{R}^{d}\right)}=\int_{\mathbb{R}^{d}}|f(x)| \mathrm{d} x \quad \text { for } f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)
$$

[^48]Definition 7.38. For $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$, the function

$$
\begin{equation*}
\left(\mathcal{F}_{d} f\right)(\omega)=\hat{f}(\omega):=\int_{\mathbb{R}^{d}} f(x) \mathrm{e}^{-\mathrm{i}\langle x, \omega\rangle} \mathrm{d} x \quad \text { for } \omega \in \mathbb{R}^{d} \tag{7.41}
\end{equation*}
$$

is called the Fourier transform of $f$. The Fourier operator, which assigns $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$ to its d-variate Fourier transform $\mathcal{F}_{d} f=\hat{f}$, is denoted as $\mathcal{F}_{d}$. Likewise, for $g \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$ the function

$$
\begin{equation*}
\left(\mathcal{F}_{d}^{-1} g\right)(x)=\check{g}(x):=(2 \pi)^{-d} \int_{\mathbb{R}} g(\omega) \cdot \mathrm{e}^{\mathrm{i}\langle x, \omega\rangle} \mathrm{d} \omega \quad \text { for } x \in \mathbb{R} \tag{7.42}
\end{equation*}
$$

is called the inverse Fourier transform of $g$. The operator, which assigns $g \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$ to its inverse Fourier transform $\check{g}$, is denoted as $\mathcal{F}_{d}^{-1}$.

By separation of the variables in the $\mathbb{R}^{d}$-inner product $\langle\cdot, \cdot\rangle$,
$\langle x, \omega\rangle=x_{1} \omega_{1}+\ldots+x_{d} \omega_{d} \quad$ for $x=\left(x_{1}, \ldots, x_{d}\right)^{T}, \omega=\left(\omega_{1}, \ldots, \omega_{d}\right)^{T} \in \mathbb{R}^{d}$,
appearing in the Fourier transform's formulas (7.41) and (7.42) we can, via

$$
\mathrm{e}^{ \pm \mathrm{i}\langle x, \omega\rangle}=\mathrm{e}^{ \pm \mathrm{i} x_{1} \omega_{1}} \cdot \ldots \cdot \mathrm{e}^{ \pm \mathrm{i} x_{d} \omega_{d}}
$$

generalize the results for the univariate case, $d=1$, to the multivariate case, $d \geq 1$. In the following of this section, we merely quote results that are needed in Chapters 8 and 9 . Of course, the Fourier inversion formula from Theorem 7.21 is of central importance.

Theorem 7.39. (Fourier inversion formula).
For $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$ with $\hat{f}=\mathcal{F}_{d} f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$, the Fourier inversion formula

$$
\begin{equation*}
f(x)=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} \hat{f}(\omega) \cdot \mathrm{e}^{\mathrm{i}\langle x, \omega\rangle} \mathrm{d} \omega \quad \text { for almost every } x \in \mathbb{R}^{d} \tag{7.43}
\end{equation*}
$$

holds with equality at every point $x \in \mathbb{R}^{d}$, where $f$ is continuous.
As in Corollary 7.24, formula (7.43) holds also for $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right) \cap \mathscr{C}\left(\mathbb{R}^{d}\right)$.
Corollary 7.40. For $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right) \cap \mathscr{C}\left(\mathbb{R}^{d}\right)$, the Fourier inversion formula

$$
\begin{equation*}
f(x)=\lim _{\varepsilon \searrow 0}\left((2 \pi)^{-d} \int_{\mathbb{R}^{d}} \hat{f}(\omega) \cdot \mathrm{e}^{\mathrm{i}\langle x, \omega\rangle} \mathrm{e}^{-\varepsilon\|\omega\|_{2}^{2}} \mathrm{~d} \omega\right) \quad \text { for all } x \in \mathbb{R}^{d} \tag{7.44}
\end{equation*}
$$

holds.
An important example is the Fourier transform of the Gauss function.

Example 7.41. The $d$-variate Fourier transform of the Gauss function

$$
g_{\alpha}(x)=\mathrm{e}^{-\alpha\|x\|_{2}^{2}} \quad \text { for } x \in \mathbb{R}^{d} \text { and } \alpha>0
$$

is

$$
\left(\mathcal{F}_{d} g_{\alpha}\right)(\omega)=\left(\frac{\pi}{\alpha}\right)^{d / 2} \mathrm{e}^{-\|\omega\|_{2}^{2} /(4 \alpha)} \quad \text { for } \omega \in \mathbb{R}^{d}
$$

Moreover, we apply the Fourier transform $\mathcal{F}_{d}$ to convolutions.
Definition 7.42. For $f, g \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$, the function

$$
\begin{equation*}
(f * g)(x):=\int_{\mathbb{R}^{d}} f(x-y) g(y) \mathrm{d} y \quad \text { for } x \in \mathbb{R}^{d} \tag{7.45}
\end{equation*}
$$

is called the convolution product, in short, convolution, between $f$ and $g$. Moreover, for $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$ the convolution product

$$
\left(f * f^{*}\right)(x)=\int_{\mathbb{R}^{d}} f(x-y) f^{*}(y) \mathrm{d} y=\int_{\mathbb{R}^{d}} f(x+y) f(y) \mathrm{d} y \quad \text { for } x \in \mathbb{R}^{d}
$$

is called the autocorrelation of $f$, where $f^{*}(x):=f(-x)$ for all $x \in \mathbb{R}^{d}$. $\bigcirc$
As for the univariate case, in Theorem 7.14 and Corollary 7.16, the Fourier convolution theorem holds for the multivariate Fourier transform.

## Theorem 7.43. (Fourier convolution theorem).

For $f, g \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$, the identity

$$
\mathcal{F}_{d}(f * g)=\left(\mathcal{F}_{d} f\right) \cdot\left(\mathcal{F}_{d} g\right) .
$$

holds. In particular, for real-valued $f \in \mathrm{~L}^{1}(\mathbb{R})$, we have

$$
\mathcal{F}_{d}\left(f * f^{*}\right)(\omega)=\left|\left(\mathcal{F}_{d} f\right)(\omega)\right|^{2} \quad \text { for all } \omega \in \mathbb{R}^{d}
$$

for the Fourier transform of the autocorrelation of $f$.
By following along the lines of Section 7.2, we can transfer the multivariate Fourier transform $\mathcal{F}_{d}: \mathrm{L}^{1}\left(\mathbb{R}^{d}\right) \longrightarrow \mathscr{C}_{0}\left(\mathbb{R}^{d}\right)$ to the Hilbert space

$$
\mathrm{L}^{2}\left(\mathbb{R}^{d}\right)=\left\{f:\left.\mathbb{R}^{d} \longrightarrow \mathbb{C}\left|\int_{\mathbb{R}^{d}}\right| f(x)\right|^{2} \mathrm{~d} x<\infty\right\}
$$

of all square-integrable function, being equipped with the $\mathrm{L}^{2}$-inner product

$$
(f, g)=\int_{\mathbb{R}^{d}} f(x) \overline{g(x)} \mathrm{d} x \quad \text { for } f, g \in \mathrm{~L}^{2}\left(\mathbb{R}^{d}\right)
$$

and the Euclidean norm $\|\cdot\|_{L^{2}\left(\mathbb{R}^{d}\right)}=(\cdot, \cdot)^{1 / 2}$. To this end, we first introduce the Fourier transform $\mathcal{F}_{d}$ on the Schwartz space

$$
\mathcal{S}\left(\mathbb{R}^{d}\right)=\left\{f \in \mathscr{C}^{\infty}\left(\mathbb{R}^{d}\right) \left\lvert\, x^{k} \cdot \frac{\mathrm{~d}^{\ell}}{\mathrm{d} x^{\ell}} f(x)\right. \text { is bounded for all } k, \ell \in \mathbb{N}_{0}^{d}\right\}
$$

of all rapidly decaying $\mathscr{C}^{\infty}$ functions. As for the univariate case, Theorem 7.26, the Fourier transform $\mathcal{F}_{d}$ is bijective on $\mathcal{S}\left(\mathbb{R}^{d}\right)$.
Theorem 7.44. The multivariate Fourier transform $\mathcal{F}_{d}: \mathcal{S}\left(\mathbb{R}^{d}\right) \longrightarrow \mathcal{S}\left(\mathbb{R}^{d}\right)$ is an automorphism on the Schwartz space $\mathcal{S}\left(\mathbb{R}^{d}\right)$.

This implies the Plancherel theorem, as in Theorem 7.30 for $d=1$.

## Theorem 7.45. (Plancherel theorem).

The Fourier transform $\mathcal{F}_{d}: \mathcal{S}\left(\mathbb{R}^{d}\right) \longrightarrow \mathcal{S}\left(\mathbb{R}^{d}\right)$ can uniquely be extended to a bounded and bijective linear mapping on the Hilbert space $\mathrm{L}^{2}\left(\mathbb{R}^{d}\right)$. The extended Fourier transform $\mathcal{F}_{d}: \mathrm{L}^{2}\left(\mathbb{R}^{d}\right) \longrightarrow \mathrm{L}^{2}\left(\mathbb{R}^{d}\right)$ has the following properties.
(a) The Parseval identity

$$
\left(\mathcal{F}_{d} f, \mathcal{F}_{d} g\right)=(2 \pi)^{d}(f, g) \quad \text { for all } f, g \in \mathrm{~L}^{2}\left(\mathbb{R}^{d}\right)
$$

holds, so that in particular

$$
\left\|\mathcal{F}_{d} f\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{d}\right)}=(2 \pi)^{d / 2}\|f\|_{\mathrm{L}^{2}\left(\mathbb{R}^{d}\right)} \quad \text { for all } f \in \mathrm{~L}^{2}\left(\mathbb{R}^{d}\right)
$$

(b) The Fourier inversion formula

$$
\mathcal{F}_{d}^{-1}\left(\mathcal{F}_{d} f\right)=f \quad \text { for all } f \in \mathrm{~L}^{2}\left(\mathbb{R}^{d}\right)
$$

holds on $\mathrm{L}^{2}(\mathbb{R})$, i.e.,

$$
f(x)=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} \hat{f}(\omega) \mathrm{e}^{\mathrm{i}\langle x, \omega\rangle} \mathrm{d} \omega \quad \text { for almost every } x \in \mathbb{R}^{d}
$$

(c) For the operator norms of $\mathcal{F}_{d}$ and $\mathcal{F}_{d}^{-1}$ on $\mathrm{L}^{2}\left(\mathbb{R}^{d}\right)$, we have

$$
\begin{aligned}
\left\|\mathcal{F}_{d}\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathrm{L}^{2}\left(\mathbb{R}^{d}\right)} & =(2 \pi)^{d / 2} \\
\left\|\mathcal{F}_{d}^{-1}\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{d}\right) \rightarrow \mathrm{L}^{2}\left(\mathbb{R}^{d}\right)} & =(2 \pi)^{-d / 2} .
\end{aligned}
$$

### 7.5 The Haar Wavelet

In this section, we turn to the construction and analysis of wavelet methods. Wavelets are important building blocks for multiresolution representations of signals $f \in \mathrm{~L}^{2}(\mathbb{R})$. To this end, suitable wavelet bases of $\mathrm{L}^{2}(\mathbb{R})$ are utilized. A very simple-structured wavelet basis of $L^{2}(\mathbb{R})$ is due to the work [32] of Alfréd Haar in 1910. In the following discussion, we explain important principles of wavelet methods by using the Haar ${ }^{12}$ wavelet.
${ }^{12}$ Alfréd HaAr (1885-1933), Hungarian mathematician

Let us first introduce a basic ingredient. For an interval $I \subset \mathbb{R}$, we denote by $\chi_{I}: \mathbb{R} \longrightarrow \mathbb{R}$,

$$
\chi_{I}(x):= \begin{cases}1 & \text { for } x \in I \\ 0 & \text { otherwise }\end{cases}
$$

the indicator function of $I$. Now we can give a definition for the Haar wavelet.
Definition 7.46. The function $\psi: \mathbb{R} \longrightarrow \mathbb{R}$, defined as

$$
\psi(x)=\chi_{[0,1 / 2)}(x)-\chi_{[1 / 2,1)}(x)=\left\{\begin{array}{cl}
1 & \text { for } x \in[0,1 / 2) \\
-1 & \text { for } x \in[1 / 2,1) \\
0 & \text { otherwise }
\end{array}\right.
$$

is called Haar wavelet.
In the following, we wish to construct a wavelet basis of $L^{2}(\mathbb{R})$ by using the Haar wavelet $\psi$. To this end, we apply dilations (i.e., scalings) and translations (i.e., shifts) to the argument of $\psi$. To be more precise, we consider, for $j, k \in \mathbb{Z}$, the wavelet functions

$$
\begin{equation*}
\psi_{k}^{j}(x):=2^{j / 2} \psi\left(2^{j} x-k\right) \quad \text { for } x \in \mathbb{R} \tag{7.46}
\end{equation*}
$$

that are generated from the Haar wavelet $\psi$ by multiplication of $\psi$ with factor $2^{j / 2}$, along with the application of dilations with $2^{j}$ and translations about $k$ on the argument of $\psi$. In particular, for $j=k=0$, we get the Haar wavelet $\psi=\psi_{0}^{0}$. Figure 7.2 shows the function graphs of $\psi_{k}^{j}$, for $j=-1,0,1$.

Let us note only a few elementary properties of the wavelet functions $\psi_{k}^{j}$. Proposition 7.47. For $\psi_{k}^{j}$ in (7.46), the following statements hold.
(a) The wavelet functions $\psi_{k}^{j}$ have zero mean, i.e.,

$$
\int_{-\infty}^{\infty} \psi_{k}^{j}(x) \mathrm{d} x=0 \quad \text { for all } j, k \in \mathbb{Z}
$$

(b) The wavelet functions $\psi_{k}^{j}$ have unit $\mathrm{L}^{2}$-norm, i.e.,

$$
\left\|\psi_{k}^{j}\right\|_{\mathrm{L}^{2}(\mathbb{R})}=1 \quad \text { for all } j, k \in \mathbb{Z}
$$

(c) For any $j, k \in \mathbb{Z}$, the wavelet function $\psi_{k}^{j}$ has compact support, where

$$
\operatorname{supp}\left(\psi_{k}^{j}\right)=\left[2^{-j} k, 2^{-j}(k+1)\right]
$$

Proposition 7.47 (a)-(c) can be proven by elementary calculations.
Another important property is the orthonormality of the function system $\left\{\psi_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ with respect to the $\mathrm{L}^{2}$-inner product $(\cdot, \cdot)$, defined as

$$
(f, g):=\int_{\mathbb{R}} f(x) g(x) \mathrm{d} x \quad \text { for } f, g \in \mathrm{~L}^{2}(\mathbb{R})
$$



Fig. 7.2. The Haar wavelet $\psi=\psi_{0}^{0}$ generates the functions $\psi_{k}^{j}=2^{j / 2} \psi\left(2^{j} \cdot-k\right)$.

Proposition 7.48. The function system $\left\{\psi_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ is orthonormal in $\mathrm{L}^{2}(\mathbb{R})$, i.e.,

$$
\left(\psi_{k}^{j}, \psi_{\ell}^{m}\right)=\delta_{j m} \delta_{k \ell} \quad \text { for all } j, k, \ell, m \in \mathbb{Z}
$$

Proof. According to Proposition 7.47 (b), any $\psi_{k}^{j}$ has unit $\mathrm{L}^{2}$-norm.
Now suppose that $\psi_{k}^{j}$ and $\psi_{\ell}^{m}$, are, for $j, k, \ell, m \in \mathbb{Z}$, distinct.
Case 1: If $j=m$, then $k \neq \ell$. In this case, the intersection of the support intervals of $\psi_{k}^{j}$ and $\psi_{\ell}^{m}$ contains at most one point, according to Proposition 7.47 (c), so that $\left(\psi_{k}^{j}, \psi_{\ell}^{m}\right)=0$.

Case 2: If $j \neq m$, then we assume $m>j$ (without loss of generality). In this case, we either have, for $\ell \neq 2^{m-j} k, \ldots, 2^{m-j}(k+1)-1$,

$$
\operatorname{supp}\left(\psi_{k}^{j}\right) \cap \operatorname{supp}\left(\psi_{\ell}^{m}\right)=\emptyset,
$$

whereby $\left(\psi_{k}^{j}, \psi_{\ell}^{m}\right)=0$, or we have, for $\ell=2^{m-j} k, \ldots, 2^{m-j}(k+1)-1$,

$$
\operatorname{supp}\left(\psi_{\ell}^{m}\right)=\left[2^{-m} \ell, 2^{-m}(\ell+1)\right] \subset\left[2^{-j} k, 2^{-j}(k+1)\right]=\operatorname{supp}\left(\psi_{k}^{j}\right)
$$

so that

$$
\left(\psi_{k}^{j}, \psi_{\ell}^{m}\right)= \pm 2^{j / 2} \int_{\operatorname{supp}\left(\psi_{\ell}^{m}\right)} \psi_{\ell}^{m}(x) \mathrm{d} x=0
$$

This completes our proof.
Next, we wish to construct a sequence of approximations to $f \in L^{2}(\mathbb{R})$ on different scales, i.e., at different resolutions. To this end, we work with a decomposition of $L^{2}(\mathbb{R})$ into "finer" and "coarser" closed subspaces. In the following construction of such closed subspaces, the relation between the Haar-Wavelet $\psi$ and its scaling function

$$
\varphi=\chi_{[0,1)}
$$

plays an important role. For the functions

$$
\begin{equation*}
\varphi_{k}^{j}(x):=2^{j / 2} \varphi\left(2^{j} x-k\right) \quad \text { for } j, k \in \mathbb{Z} \tag{7.47}
\end{equation*}
$$

generated by $\varphi$, we note the following elementary properties.

Proposition 7.49. For $\varphi_{k}^{j}$ in (7.47) the following statements hold.
(a) We have the orthonormality relation

$$
\left(\varphi_{k}^{j}, \varphi_{\ell}^{j}\right)=\delta_{k \ell} \quad \text { for all } j, k, \ell \in \mathbb{Z}
$$

(b) For any $j, k \in \mathbb{Z}$, the function $\varphi_{k}^{j}$ has compact support, where

$$
\operatorname{supp}\left(\varphi_{k}^{j}\right)=\left[2^{-j} k, 2^{-j}(k+1)\right]
$$

Proposition 7.49 can be proven by elementary calculations.
Now we turn to a very important property of $\varphi$, which in particular explains the naming scaling function.

Proposition 7.50. The refinement equations

$$
\begin{array}{ll}
\varphi_{k}^{j-1}=2^{-1 / 2}\left(\varphi_{2 k}^{j}+\varphi_{2 k+1}^{j}\right) & \\
\text { for all } j, k \in \mathbb{Z}  \tag{7.49}\\
\psi_{k}^{j-1}=2^{-1 / 2}\left(\varphi_{2 k}^{j}-\varphi_{2 k+1}^{j}\right) & \\
\text { for all } j, k \in \mathbb{Z}
\end{array}
$$

hold.
Proof. By the representation

$$
\varphi(x)=\varphi(2 x)+\varphi(2 x-1) \quad \text { for all } x \in \mathbb{R}
$$

the refinement equation in (7.48) holds for $j=k=0$. By linear transformation of the argument $x \mapsto 2^{j-1} x-k$, this implies the representation in (7.48). Likewise, the representation in (7.49) can be verified, by now from the identity

$$
\psi(x)=\varphi(2 x)-\varphi(2 x-1) \quad \text { for all } x \in \mathbb{R}
$$

By the refinement equations in (7.48) and (7.49), the coarser functions $\varphi_{k}^{j-1}$ and $\psi_{k}^{j-1}$ are represented by a unique linear combination of two finer functions, $\varphi_{2 k}^{j}$ and $\varphi_{2 k+1}^{j}$, respectively. We collect all functions of refinement level $j \in \mathbb{Z}$ in the $\mathrm{L}^{2}$-closure

$$
\begin{equation*}
V_{j}=\overline{\operatorname{span}\left\{\varphi_{k}^{j}: k \in \mathbb{Z}\right\}} \subset \mathrm{L}^{2}(\mathbb{R}) \quad \text { for } j \in \mathbb{Z} \tag{7.50}
\end{equation*}
$$

of all linear combinations of functions $\varphi_{k}^{j}$, for $k \in \mathbb{Z}$. For the properties of the scale spaces $V_{j}$, we note the following observation.

Proposition 7.51. The spaces $V_{j}$ in (7.50) have the following properties.
(a) $V_{j}$ is $2^{-j} \mathbb{Z}$-translation-invariant, i.e., $f \in V_{j}$ implies $f\left(\cdot-2^{-j} k\right) \in V_{j}$.
(b) The inclusion $V_{j-1} \subset V_{j}$ holds.

Proof. Property (a) follows from the scale-invariance of the wavelet basis,

$$
\varphi_{\ell}^{j}\left(x-2^{-j} k\right)=2^{j / 2} \varphi\left(2^{j}\left(x-2^{-j} k\right)-\ell\right)=2^{j / 2} \varphi\left(2^{j} x-(k+\ell)\right)=\varphi_{k+\ell}^{j} .
$$

Property (b) follows directly from the refinement equation in (7.48).
Remark 7.52. According to property (b) in Proposition 7.51, the coarser scale space $V_{j-1}$ (spanned by the coarser basis elements $\varphi_{k}^{j-1}$ ) is contained in the finer scale space $V_{j}$ (spanned by the finer basis elements $\varphi_{k}^{j}$ ). Therefore, the scale spaces $\left(V_{j}\right)_{j \in \mathbb{Z}}$ in (7.50) are a nested sequence

$$
\begin{equation*}
\cdots \subset V_{-1} \subset V_{0} \subset V_{1} \subset \cdots \subset V_{j-1} \subset V_{j} \subset \cdots \subset \mathrm{~L}^{2}(\mathbb{R}) \tag{7.51}
\end{equation*}
$$

of subspaces in $L^{2}(\mathbb{R})$.
Now we study further properties of the nested sequence $\left(V_{j}\right)_{j \in \mathbb{Z}}$. To this end, we work with the orthogonal projection operator $\Pi_{j}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow V_{j}$, for $j \in \mathbb{Z}$, which assigns every $f \in \mathrm{~L}^{2}(\mathbb{R})$ to its unique best approximation $s_{j}^{*}=\Pi_{j} f$ in $\mathrm{L}^{2}(\mathbb{R})$. According to our discussion in Section 6.2, we have the series representation

$$
\begin{equation*}
\Pi_{j} f=\sum_{k \in \mathbb{Z}}\left(f, \varphi_{k}^{j}\right) \varphi_{k}^{j} \in V_{j} \quad \text { for } f \in \mathrm{~L}^{2}(\mathbb{R}) \tag{7.52}
\end{equation*}
$$

for the orthogonal projection of $f$ on $V_{j}$, as in (6.9). The following result describes the asymptotic behaviour of the approximations $\left(\Pi_{j} f\right)_{j \in \mathbb{Z}}$ to any function $f \in \mathrm{~L}^{2}(\mathbb{R})$ with respect to $\|\cdot\|=\|\cdot\|_{\mathrm{L}^{2}(\mathbb{R})}$.

Proposition 7.53. For the sequence $\left(\Pi_{j} f\right)_{j \in \mathbb{Z}}$ of orthogonal projections $\Pi_{j} f$ of $f \in \mathrm{~L}^{2}(\mathbb{R})$ in (7.52) the following statements hold.
(a) The sequence $\left(\Pi_{j} f\right)_{j \in \mathbb{Z}}$ converges for $j \rightarrow \infty$ w.r.t. $\|\cdot\|$ to $f$, i.e.,

$$
\left\|\Pi_{j} f-f\right\| \longrightarrow 0 \quad \text { for } j \rightarrow \infty .
$$

(b) The sequence $\left(\Pi_{j} f\right)_{j \in \mathbb{Z}}$ converges for $j \rightarrow-\infty$ to zero, i.e.,

$$
\left\|\Pi_{j} f\right\| \longrightarrow 0 \quad \text { for } j \rightarrow-\infty .
$$

Proof. Let $\varepsilon>0$ and $f \in \mathrm{~L}^{2}(\mathbb{R})$. Then there is, for a (sufficiently fine) dyadic decomposition of $\mathbb{R}$, a step function $T \in \mathrm{~L}^{2}(\mathbb{R})$ with $\|T-f\|<\varepsilon / 2$. Moreover, for the indicator functions $\chi_{I_{k}^{j}}$ of the dyadic intervals $I_{k}^{j}:=\left[2^{-j} k, 2^{-j}(k+1)\right)$, we have the reproduction property $\Pi_{j} \chi_{I_{k}^{j}}=\chi_{I_{k}^{j}}$, for all $k \in \mathbb{Z}$. Therefore, there is a level index $j_{0} \in \mathbb{Z}$ with $T=\Pi_{j} T$ for all $j \geq j_{0}$. From this, we can conclude statement (a) by the estimate

$$
\begin{aligned}
\left\|\Pi_{j} f-f\right\| & \leq\left\|\Pi_{j}(f-T)\right\|+\left\|\Pi_{j} T-T\right\|+\|T-f\| \\
& \leq\left\|\Pi_{j}\right\| \cdot\|f-T\|+\|T-f\|<\varepsilon \quad \text { for } j \geq j_{0}
\end{aligned}
$$

where we use $\left\|\Pi_{j}\right\|=1$ from Proposition 4.7.
To prove statement (b), we take on given $\varepsilon>0$ a continuous function $g$ with compact support $\operatorname{supp}(g)=[-R, R]$, for $R>0$, such that $\|f-g\|<\varepsilon / 2$. Now for $2^{j} \leq R^{-1}$, we have

$$
\begin{aligned}
\Pi_{j} g & =2^{j}\left[\left(\int_{-R}^{0} g(x) \mathrm{d} x\right) \chi_{I_{-1}^{j}}+\left(\int_{0}^{R} g(x) \mathrm{d} x\right) \chi_{I_{0}^{j}}\right] \\
& =2^{j}\left(c_{-1} \chi_{I_{-1}^{j}}+c_{0} \chi_{I_{0}^{j}}\right),
\end{aligned}
$$

where $c_{-1}=\left(g, \varphi_{-1}^{j}\right)$ and $c_{0}=\left(g, \varphi_{0}^{j}\right)$. Then, we have $\left\|\Pi_{j} g\right\|^{2}=2^{j}\left(c_{-1}^{2}+c_{0}^{2}\right)$ and, moreover, $\left\|\Pi_{j} g\right\|<\varepsilon / 2$ for $j \equiv j(\varepsilon) \in \mathbb{Z}$ small enough. For this $j$, we finally get

$$
\left\|\Pi_{j} f\right\| \leq\left\|\Pi_{j}(f-g)\right\|+\left\|\Pi_{j} g\right\| \leq\|f-g\|+\left\|\Pi_{j} g\right\|<\varepsilon
$$

by the triangle inequality, and so (b) is also proven.
Proposition 7.53 implies a fundamental property of the scale spaces $V_{j}$.
Theorem 7.54. The system $\left(V_{j}\right)_{j \in Z}$ of scale spaces $V_{j}$ in (7.50) forms a multiresolution analysis of $\mathrm{L}^{2}(\mathbb{R})$ by satisfying the following conditions.
(a) The scale spaces in $\left(V_{j}\right)_{j \in \mathbb{Z}}$ are nested, so that the inclusions (7.51) hold.
(b) The system $\left(V_{j}\right)_{j \in Z}$ is complete in $\mathrm{L}^{2}(\mathbb{R})$, i.e., $\mathrm{L}^{2}(\mathbb{R})=\overline{\bigcup_{j \in \mathbb{Z}} V_{j}}$.
(c) The system $\left(V_{j}\right)_{j \in Z}$ satisfies the separation $\bigcap_{j \in \mathbb{Z}} V_{j}=\{0\}$.

Proof. Property (a) holds according to Remark 7.52.
Property (b) follows from Proposition 7.53 (a) and Theorem 6.21.
To prove (c), let $f \in \mathrm{~L}^{2}(\mathbb{R})$ be an element in $\bigcap_{j \in \mathbb{Z}} V_{j}$. Then, $f$ must have the form

$$
f(x)= \begin{cases}c_{\ell} & \text { for } x \in(-\infty, 0) \\ c_{r} & \text { for } x \in[0, \infty)\end{cases}
$$

for some constants $c_{\ell}, c_{r} \in \mathbb{R}$. Since $f \in \mathrm{~L}^{2}(\mathbb{R})$, we have $c_{\ell}=c_{r}=0$ and so $f \equiv 0$. Hence, statement (c) is proven.

In the following analysis, we consider the orthogonal complement

$$
W_{j-1}=\left\{w \in V_{j} \mid(w, v)=0 \text { for all } v \in V_{j-1}\right\} \subset V_{j} \quad \text { for } j \in \mathbb{Z}
$$

of $V_{j-1}$ in $V_{j}$, where we use the notation

$$
\begin{equation*}
V_{j}=W_{j-1} \oplus V_{j-1} \tag{7.53}
\end{equation*}
$$

for the orthogonality relation between $W_{j-1}$ and $V_{j-1}$. In this way, the linear scale space $V_{j}$ is by (7.53) decomposed into a smooth scale space $V_{j-1}$
containing the low frequency functions of $V_{j}$ and a rough orthogonal complement space $W_{j-1}$ containing the high frequency functions from $V_{j}$. A recursive decomposition of the scale spaces $V_{\ell}$ yields the representation

$$
\begin{equation*}
V_{j}=W_{j-1} \oplus W_{j-2} \oplus \cdots \oplus W_{j-\ell} \oplus V_{j-\ell} \quad \text { for } \ell \in \mathbb{N} \tag{7.54}
\end{equation*}
$$

whereby the scale space $V_{j}$ is being decomposed in a finite sequence of subspace with increasing smoothness. By Theorem 7.54, we get the decomposition

$$
\begin{equation*}
\mathrm{L}^{2}(\mathbb{R})=\bigoplus_{j \in \mathbb{Z}} W_{j} \tag{7.55}
\end{equation*}
$$

i.e., $\mathrm{L}^{2}(\mathbb{R})$ is decomposed into the orthogonal subspaces $W_{j}$. The linear function spaces $W_{j}$ are called wavelet spaces. The following result establishes a fundamental relation between the wavelet functions $\left\{\psi_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ of the Haar wavelets $\psi$ and the wavelet spaces $W_{j}$.

Theorem 7.55. The functions $\left\{\psi_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ form an orthonormal basis of $\mathrm{L}^{2}(\mathbb{R})$, i.e., $\left\{\psi_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ is a complete orthonormal system in $\mathrm{L}^{2}(\mathbb{R})$.

Proof. The orthonormality of the functions $\left\{\psi_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ is covered by Proposition 7.48. Therefore, it remains to prove the completeness of the orthonormal system $\left\{\psi_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ in $\mathrm{L}^{2}(\mathbb{R})$. Due to the decomposition in (7.55), it is sufficient to show that the wavelet space $W_{j}$ is, for any refinement level $j \in \mathbb{Z}$, generated by the functions $\psi_{k}^{j}$, for $k \in \mathbb{Z}$, i.e.,

$$
W_{j}=\overline{\operatorname{span}\left\{\psi_{k}^{j} \mid k \in \mathbb{Z}\right\}} \quad \text { for } j \in \mathbb{Z}
$$

To this end, we first verify the orthogonality relation

$$
\begin{equation*}
\left(\psi_{k}^{j-1}, \varphi_{\ell}^{j-1}\right)=0 \quad \text { for all } k, \ell \in \mathbb{Z} \tag{7.56}
\end{equation*}
$$

We get (7.56) as follows. For $k \neq \ell$, we have $\operatorname{supp}\left(\psi_{k}^{j-1}\right) \cap \operatorname{supp}\left(\varphi_{\ell}^{j-1}\right)=\emptyset$, whereby $\left(\psi_{k}^{j-1}, \varphi_{\ell}^{j-1}\right)=0$. For $k=\ell$, the orthogonality in (7.56) follows from Proposition 7.47 (a). Now by the orthogonality relation in (7.56), we have

$$
\psi_{k}^{j-1} \in W_{j-1} \quad \text { for all } k \in \mathbb{Z}
$$

The refinement equations (7.48) and (7.49) in Proposition 7.50 imply

$$
\begin{aligned}
\varphi_{2 k}^{j} & =2^{-1 / 2}\left(\varphi_{k}^{j-1}+\psi_{k}^{j-1}\right) \\
\varphi_{2 k+1}^{j} & =2^{-1 / 2}\left(\varphi_{k}^{j-1}-\psi_{k}^{j-1}\right) .
\end{aligned}
$$

Therefore, any basis element $\left\{\varphi_{k}^{j}\right\}_{k \in \mathbb{Z}}$ of $V_{j}$ can be represented as a unique linear combination of basis elements in $\left\{\varphi_{k}^{j-1}\right\}_{k \in \mathbb{Z}} \subset V_{j-1}$ and elements in $\left\{\psi_{k}^{j-1}\right\}_{k \in \mathbb{Z}}$, and so the statement follows from the decomposition (7.53).

According to our more general discussion concerning complete orthogonal systems in Section 6.2, we obtain for all elements of the Hilbert space $L^{2}(\mathbb{R})$ the representation

$$
\begin{equation*}
f=\sum_{j, k \in \mathbb{Z}}\left(f, \psi_{k}^{j}\right) \psi_{k}^{j} \quad \text { for all } f \in \mathrm{~L}^{2}(\mathbb{R}) \tag{7.57}
\end{equation*}
$$

This representation follows directly from Theorem 6.21 (b) and Theorem 7.55.
Now we organize the representation (7.57) for $f \in \mathrm{~L}^{2}(\mathbb{R})$ on multiple wavelet scales. Our starting point for doing so is the multiresolution analysis of $\mathrm{L}^{2}(\mathbb{R})$ in Theorem 7.54. For simplification we suppose $\operatorname{supp}(f) \subset[0,1]$. We approximate $f$ on the scale space $V_{j}$, for $j \in \mathbb{N}$, by the orthogonal projectors $\Pi_{j}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow V_{j}$, given as

$$
\begin{equation*}
\Pi_{j} f=\sum_{k=0}^{N-1} c_{k}^{j} \varphi_{k}^{j} \in V_{j} \quad \text { for } f \in \mathrm{~L}^{2}(\mathbb{R}) \tag{7.58}
\end{equation*}
$$

where $c_{k}^{j}:=\left(f, \varphi_{k}^{j}\right)$, for $k=0, \ldots, N-1$, and where we assume $N=2^{j}$. The representation in (7.58) follows directly from (7.52), where the range of the summation index $k \in\{0, \ldots, N-1\}$ in (7.58) is due to

$$
\operatorname{supp}(f) \subset[0,1] \quad \text { and } \quad \operatorname{supp}\left(\varphi_{k}^{j}\right)=\left[2^{-j} k, 2^{-j}(k+1)\right]
$$

By (7.53), $\Pi_{j-1}^{\perp}=\Pi_{j}-\Pi_{j-1}$ is the orthogonal projector of $\mathrm{L}^{2}(\mathbb{R})$ onto $W_{j-1}$, so that the decomposition

$$
\begin{equation*}
\Pi_{j} f=\Pi_{j-1}^{\perp} f+\Pi_{j-1} f \quad \text { for all } f \in \mathrm{~L}^{2}(\mathbb{R}) \tag{7.59}
\end{equation*}
$$

holds. The orthogonal projector $\Pi_{j-1}^{\perp}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow W_{j-1}$ is described by

$$
\begin{equation*}
\Pi_{j-1}^{\perp} f=\sum_{k=0}^{N / 2-1} d_{k}^{j-1} \psi_{k}^{j-1} \quad \text { for } f \in \mathrm{~L}^{2}(\mathbb{R}) \tag{7.60}
\end{equation*}
$$

where $d_{k}^{j-1}:=\left(f, \psi_{k}^{j-1}\right)$, for $k=0, \ldots, N / 2-1$.
By (7.58) and (7.60), the identity (7.59) can be written in the basis form

$$
\begin{equation*}
\sum_{k=0}^{N-1} c_{k}^{j} \varphi_{k}^{j}=\sum_{k=0}^{N / 2-1} d_{k}^{j-1} \psi_{k}^{j-1}+\sum_{k=0}^{N / 2-1} c_{k}^{j-1} \varphi_{k}^{j-1} \tag{7.61}
\end{equation*}
$$

With the recursive decomposition of the scale spaces in (7.54), for $\ell=j$,

$$
V_{j}=W_{j-1} \oplus W_{j-2} \oplus \cdots \oplus W_{0} \oplus V_{0} \quad \text { for } j \in \mathbb{N}
$$

we can write the orthogonal projector $\Pi_{j}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow V_{j}$ as a telescoping sum

$$
\begin{equation*}
\Pi_{j} f=\sum_{r=0}^{j-1} \Pi_{r}^{\perp} f+\Pi_{0} f \quad \text { for } f \in \mathrm{~L}^{2}(\mathbb{R}) \tag{7.62}
\end{equation*}
$$

whereby $\Pi_{j} f \in V_{j}$ is decomposed into a sum of functions $\Pi_{r}^{\perp} f \in W_{r}$, for $r=j-1, \ldots, 0$, and $\Pi_{0} f \in V_{0}$ with increasing smoothness, i.e., from high frequency to low frequency terms. By (7.58) and (7.60), we can rewrite (7.62) in basis form as

$$
\begin{equation*}
\sum_{k=0}^{N-1} c_{k}^{j} \varphi_{k}^{j}=\sum_{r=0}^{j-1} \sum_{k=0}^{2^{r}-1} d_{k}^{r} \psi_{k}^{r}+c_{0}^{0} \varphi_{0}^{0} \tag{7.63}
\end{equation*}
$$

In practice, however, we have only discrete samples of $f \in \mathrm{~L}^{2}(\mathbb{R})$. Suppose the function values $f\left(2^{-j} k\right)$ are known for all $k=0, \ldots, N-1$, where $N=2^{j}$. Then, $f$ is interpolated by the function

$$
s=\sum_{k=0}^{N-1} f\left(2^{-j} k\right) \varphi\left(2^{j} \cdot-k\right) \in V_{j}
$$

at the sample points. Indeed, by $\varphi(k)=\delta_{0 k}$ we get

$$
s\left(2^{-j} \ell\right)=f\left(2^{-j} \ell\right) \quad \text { for } \ell=0, \ldots, N-1
$$

For the approximation of $f$, we use the function values of the finest level,

$$
c_{k}^{j} \approx 2^{-j / 2} f\left(2^{-j} k\right) \quad \text { for } k=0, \ldots, N-1
$$

for the coefficients $c^{j}=\left(c_{k}^{j}\right)_{k=0}^{N-1} \in \mathbb{R}^{N}$ in (7.58).
Now we consider the representation of $\Pi_{j} f$ in (7.63). Our aim is to compute, from the input coefficients $c^{j}=\left(c_{k}^{j}\right)_{k=0}^{N-1} \in \mathbb{R}^{N}$, all wavelet coefficients

$$
\begin{equation*}
d=\left(c^{0}, d^{0},\left(d^{1}\right)^{T}, \ldots,\left(d^{j-1}\right)^{T}\right)^{T} \in \mathbb{R}^{N} \tag{7.64}
\end{equation*}
$$

of the representation in (7.63), where

$$
c^{0}=\left(c_{0}^{0}\right) \in \mathbb{R}^{1} \quad \text { and } \quad d^{r}=\left(d_{k}^{r}\right)_{k=0}^{2^{r}-1} \in \mathbb{R}^{2^{r}} \text { for } r=0, \ldots, j-1
$$

The linear mapping $T: \mathbb{R}^{N} \longrightarrow \mathbb{R}^{N}$, which maps any data vector $c^{j} \in \mathbb{R}^{N}$ to its corresponding wavelet coefficients $d \in \mathbb{R}^{N}$ in (7.64) is bijective, and referred to as discrete wavelet analysis. In the following discussion, we describe the discrete wavelet analysis in detail.

The computation of the wavelet coefficients $d$ in (7.64) can be performed by recursive decompositions: At the first decomposition level, we compute $c^{j-1}=\left(c_{k}^{j-1}\right)_{k=0}^{N / 2-1}$ and $d^{j-1}=\left(d_{k}^{j-1}\right)_{k=0}^{N / 2-1}$ in (7.61). To this end, we apply the refinement equation in (7.48) to the representation in (7.61), whereby

$$
\begin{aligned}
& \sum_{k=0}^{N / 2-1} c_{2 k}^{j} \varphi_{2 k}^{j}+\sum_{k=0}^{N / 2-1} c_{2 k+1}^{j} \varphi_{2 k+1}^{j}= \\
& 2^{-1 / 2}\left(\sum_{k=0}^{N / 2-1}\left(c_{2 k}^{j}+c_{2 k+1}^{j}\right) \varphi_{k}^{j-1}+\sum_{k=0}^{N / 2-1}\left(c_{2 k}^{j}-c_{2 k+1}^{j}\right) \psi_{k}^{j-1}\right)
\end{aligned}
$$

By comparison of coefficients, we obtain the decomposition equation

$$
\left[\begin{array}{c}
H_{j}  \tag{7.65}\\
G_{j}
\end{array}\right] c^{j}=\left[\begin{array}{l}
c^{j-1} \\
d^{j-1}
\end{array}\right] \quad \text { or } \quad T_{j} \cdot c^{j}=\left[\begin{array}{l}
c^{j-1} \\
d^{j-1}
\end{array}\right]
$$

with the orthogonal decomposition matrix $T_{j} \in \mathbb{R}^{N \times N}$ containing the matrix blocks

$$
H_{j}=2^{-1 / 2}\left[\begin{array}{cccc}
1 & 1 & & \\
& & \ddots & \\
& & & 1
\end{array}\right], G_{j}=2^{-1 / 2}\left[\begin{array}{cccc}
1-1 & & & \\
& & \ddots & \\
& & & 1-1
\end{array}\right] \in \mathbb{R}^{N / 2 \times N}
$$

In the next level, the vector $c^{j-1} \in \mathbb{R}^{N / 2}$ is decomposed into the vectors $c^{j-2} \in \mathbb{R}^{N / 4}$ and $d^{j-2} \in \mathbb{R}^{N / 4}$. The resulting recursion is called the pyramid algorithm. The decomposition scheme of the pyramid algorithm is represented as follows.


We can describe the decompositions of the pyramid algorithm as linear mappings $T: \mathbb{R}^{N} \longrightarrow \mathbb{R}^{N}, c^{j} \longmapsto T c^{j}=d$, whose matrix representation

$$
T \cdot c^{j}=T_{1} \cdot T_{2} \cdot \ldots \cdot T_{j-1} \cdot T_{j} \cdot c^{j}=\left(c^{0}, d^{0},\left(d^{1}\right)^{T}, \ldots,\left(d^{j-1}\right)^{T}\right)^{T}=d
$$

contains the decomposition matrices $T_{j-r}, r=0, \ldots, j-1$, of the recursion levels. The orthogonal decomposition matrices are block diagonal of the form

$$
T_{j-r}=\left[\begin{array}{cc}
\begin{array}{|c|}
\hline H_{j-r} \\
G_{j-r} \\
\hline
\end{array} &  \tag{7.66}\\
& \boxed{I_{r}}
\end{array}\right] \in \mathbb{R}^{N \times N} \quad \text { for } r=0, \ldots, j-1
$$

with $H_{j-r}, G_{j-r} \in \mathbb{R}^{N / 2^{r+1} \times N / 2^{r}}$ and the identities $I_{r} \in \mathbb{R}^{N\left(1-2^{-r}\right) \times N\left(1-2^{-r}\right)}$.
Therefore, the orthogonal matrix

$$
\begin{equation*}
T=T_{1} \cdot T_{2} \cdot \ldots \cdot T_{j-1} \cdot T_{j} \in \mathbb{R}^{N \times N} \tag{7.67}
\end{equation*}
$$

represents the discrete wavelet analysis.
For given wavelet coefficients $d$ in (7.64), the coefficients $c^{j}=\left(c_{k}^{j}\right)_{k=0}^{N-1}$ can thereby be reconstructed from $\Pi_{j} f$ in (7.63). The linear mapping of this reconstruction is called discrete wavelet synthesis. The wavelet synthesis is represented by the inverse matrix

$$
T^{-1}=T_{j}^{-1} \cdot T_{j-1}^{-1} \cdot \ldots \cdot T_{2}^{-1} \cdot T_{1}^{-1}=T_{j}^{T} \cdot T_{j-1}^{T} \cdot \ldots \cdot T_{2}^{T} \cdot T_{1}^{T} \in \mathbb{R}^{N \times N}
$$

of $T$ in (7.67), so that

$$
c^{j}=T_{j}^{T} \cdot \ldots \cdot T_{1}^{T} \cdot d
$$

The discrete wavelet analysis and the discrete wavelet synthesis are associated with the terms discrete wavelet transform (wavelet analysis) and inverse discrete wavelet transformation (wavelet synthesis).

Due to the orthogonality of the matrices $T_{j-r}$ in (7.66), the wavelet transform is numerically stable, since

$$
\|d\|_{2}=\left\|T_{1} \cdot \ldots \cdot T_{j} \cdot c^{j}\right\|_{2}=\left\|c^{j}\right\|_{2} .
$$

Moreover, the complexity of the wavelet transform is only linear, since the $j$ decomposition steps (for $r=0,1, \ldots, j-1$ ) require altogether

$$
N+N / 2+\ldots+2=2 N-2=\mathcal{O}(N) \quad \text { for } N \rightarrow \infty
$$

operations.

### 7.6 Exercises

Exercise 7.56. Show that the Fourier transform $\hat{f}: \mathbb{R} \longrightarrow \mathbb{C}$,

$$
\hat{f}(\omega)=\int_{\mathbb{R}} f(x) \mathrm{e}^{-\mathrm{i} x \omega} \mathrm{~d} x \quad \text { for } \omega \in \mathbb{R}
$$

of $f \in \mathrm{~L}^{1}(\mathbb{R})$ is a uniformly continuous function on $\mathbb{R}$.
Exercise 7.57. Consider the Banach space $\left(L^{1}(\mathbb{R}),\|\cdot\|_{L^{1}(\mathbb{R})}\right)$ and the Hilbert space $\left(L^{2}(\mathbb{R}),\|\cdot\|_{L^{2}(\mathbb{R})}\right)$. Show that neither the inclusion $L^{1}(\mathbb{R}) \subset L^{2}(\mathbb{R})$ nor the inclusion $L^{2}(\mathbb{R}) \subset L^{1}(\mathbb{R})$ holds. Make a (non-trivial) example for a linear space $\mathcal{S}$ satisfying $\mathcal{S} \subset \mathrm{L}^{1}(\mathbb{R})$ and $\mathcal{S} \subset \mathrm{L}^{2}(\mathbb{R})$.

Exercise 7.58. Consider Proposition 7.2.
(a) Prove the properties (a)-(e) in Proposition 7.2.
(b) Give a multivariate formulation for each of the statements (a)-(e).

Exercise 7.59. Prove the following statements for the Fourier transform $\mathcal{F}$.
(a) For the Fourier transform of the $k$-th derivative $f^{(k)}$ of $f$, we have

$$
\left(\mathcal{F} f^{(k)}\right)(\omega)=(\mathrm{i} \omega)^{k}(\mathcal{F} f)(\omega) \quad \text { for all } \omega \in \mathbb{R}
$$

under the assumption $f^{(k)} \in \mathscr{C}(\mathbb{R}) \cap \mathrm{L}^{1}(\mathbb{R})$.
(b) For the $k$-th derivative of the Fourier transform $\mathcal{F} f$ of $f$, we have

$$
\frac{\mathrm{d}^{k}}{\mathrm{~d} \omega^{k}}(\mathcal{F} f)(\omega)=(-\mathrm{i})^{k}\left(\mathcal{F}\left(x^{k} f\right)\right)(\omega) \quad \text { for all } \omega \in \mathbb{R}
$$

under the assumption $x^{k} f \in \mathrm{~L}^{1}(\mathbb{R})$.

Exercise 7.60. Conclude from the results in Exercise 7.59 the statement: $" f \in \mathrm{~L}^{1}(\mathbb{R})$ is smooth, if and only if $\mathcal{F} f$ has rapid decay around infinity". Be more precise on this and quantify the decay and the smoothness of $f$.

Exercise 7.61. Let $f \in \mathrm{~L}^{1}(\mathbb{R}) \backslash\{0\}$ be a function with compact support. Prove the following statements for the Fourier transform $\mathcal{F} f=\hat{f}$ of $f$.
(a) $\hat{f}$ has arbitrarily many derivatives, i.e., $\hat{f} \in \mathscr{C}^{\infty}(\mathbb{R})$;
(b) $\hat{f}$ does not have compact support.

Exercise 7.62. Prove the estimate

$$
\|f * g\|_{\infty} \leq\|f\|_{\mathrm{L}^{1}(\mathbb{R})} \cdot\|g\|_{\infty} \quad \text { for all } f \in \mathrm{~L}^{1}(\mathbb{R}), g \in \mathscr{C}_{0}(\mathbb{R}) .
$$

Exercise 7.63. Prove the convolution formula

$$
\mathcal{F}_{d} f * \mathcal{F}_{d} g=(2 \pi)^{d} \mathcal{F}_{d}(f \cdot g) \quad \text { for all } f, g \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)
$$

in the frequency domain of the multivariate Fourier transform $\mathcal{F}_{d}$.
Exercise 7.64. Prove for $f \in \mathrm{~L}^{1}(\mathbb{R}) \cap \mathscr{C}(\mathbb{R})$ the Fourier inversion formula

$$
f(x)=\lim _{\varepsilon \searrow 0}\left(\frac{1}{2 \pi} \int_{\mathbb{R}} \hat{f}(\omega) \cdot \mathrm{e}^{\mathrm{i} x \omega} \mathrm{e}^{-\varepsilon|\omega|^{2}} \mathrm{~d} \omega\right) \quad \text { for all } x \in \mathbb{R},
$$

i.e., prove Corollary 7.24 as a conclusion from Theorem 7.21.

Hint: see [26, Chapter 7].
Exercise 7.65. Let $f: \mathbb{R} \longrightarrow \mathbb{R}$ be a Lebesgue-measurable function with $f(x) \neq 0$ for almost every $x \in \mathbb{R}$. Moreover, suppose that $f$ satisfies the decay condition

$$
|f(x)| \leq C \cdot \mathrm{e}^{-\tau|x|} \quad \text { for all } x \in \mathbb{R}
$$

for some $C, \tau>0$. Show that the system $\left(x^{n} f(x)\right)_{n \in \mathbb{N}_{0}}$ is complete in $L^{2}(\mathbb{R})$, i.e.,

$$
\overline{\operatorname{span}\left\{x^{n} f(x) \mid n \in \mathbb{N}_{0}\right\}}=\mathrm{L}^{2}(\mathbb{R})
$$

Hint: Proposition 7.28.
Exercise 7.66. Prove the statements of Proposition 7.47.
Exercise 7.67. Let $V_{0} \subset V_{1}$ be closed subspaces of $L^{2}(\mathbb{R})$. Moreover, let $\Pi_{\ell}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow V_{\ell}$ be linear projectors of $\mathrm{L}^{2}(\mathbb{R})$ onto $V_{\ell}$, for $\ell=0,1$.
(a) Show that the operator $P=\Pi_{1}-\Pi_{0}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow V_{1}$ is a projector of $\mathrm{L}^{2}(\mathbb{R})$ onto $V_{1}$, if and only if $\Pi_{0} \circ \Pi_{1}=\Pi_{0}$.
(b) Make an example for two projectors $\Pi_{\ell}: \mathrm{L}^{2}(\mathbb{R}) \longrightarrow V_{\ell}$, for $\ell=0,1$, such that the condition $\Pi_{0} \circ \Pi_{1}=\Pi_{0}$ is violated.

Exercise 7.68. For $\psi \in \mathrm{L}^{2}(\mathbb{R})$, let $\{\psi(\cdot-k) \mid k \in \mathbb{Z}\}$ be a Riesz basis of

$$
W_{0}=\overline{\operatorname{span}\{\psi(\cdot-k) \mid k \in \mathbb{Z}\}}
$$

with Riesz constants $0<A \leq B<\infty$. Moreover, let

$$
\psi_{k}^{j}:=2^{j / 2} \psi\left(2^{j} \cdot-k\right) \quad \text { for } j, k \in \mathbb{Z}
$$

(a) Show that $\left\{\psi_{k}^{j} \mid k \in \mathbb{Z}\right\}$ is a Riesz basis of

$$
W_{j}=\overline{\operatorname{span}\left\{\psi_{k}^{j} \mid k \in \mathbb{Z}\right\}} \quad \text { for } j \in \mathbb{Z}
$$

with Riesz constants $0<A \leq B<\infty$.
(b) Show that $\left\{\psi_{k}^{j} \mid j, k \in \mathbb{Z}\right\}$ is a Riesz basis of $\mathrm{L}^{2}(\mathbb{R})$ with Riesz constants $0<A \leq B<\infty$, provided that

$$
\mathrm{L}^{2}(\mathbb{R})=\bigoplus_{j \in \mathbb{Z}} W_{j}
$$

## 8 Kernel-based Approximation

This chapter is devoted to interpolation and approximation of multivariate functions. Throughout this chapter, $f: \Omega \longrightarrow \mathbb{R}$ denotes a continuous function on a domain $\Omega \subset \mathbb{R}^{d}$, for $d>1$. Moreover, $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$ is a set of pairwise distinct interpolation points where we assume that the function values of $f$ at $X$ are known. We collect these function values in a data vector

$$
\begin{equation*}
f_{X}=\left(f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right)^{T}=\left(f_{1}, \ldots, f_{n}\right)^{T} \in \mathbb{R}^{n} \tag{8.1}
\end{equation*}
$$

Since we do not make any assumptions on the distribution of the points $X$ in the domain $\Omega$, the point set $X$ is considered as scattered. We formulate the basic interpolation problem for scattered data sets $\left(X, f_{X}\right)$ as follows.

Problem 8.1. On given interpolation points $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$, where $\Omega \subset \mathbb{R}^{d}$ for $d>1$, and function values $f_{X} \in \mathbb{R}^{n}$ find an interpolant $s \in \mathscr{C}(\Omega)$ satisfying $s_{X}=f_{X}$, so that $s$ satisfies the interpolation conditions

$$
\begin{equation*}
s\left(x_{j}\right)=f\left(x_{j}\right) \quad \text { for all } 1 \leq j \leq n \tag{8.2}
\end{equation*}
$$

According to the Mairhuber-Curtis theorem, Theorem 5.25, there are no non-trivial Haar systems in the truly multivariate case, i.e., for multivariate parameter domains $\Omega \subset \mathbb{R}^{d}, d>1$, containing at least one interior point. Therefore, the interpolation problem for the multivariate case, as formulated by Problem 8.1, is much harder than that for the univariate case.

To solve the posed multivariate interpolation problem, we construct families of basis functions that are generated by a reproducing kernel $K$ of a Hilbert space $\mathcal{F}$. The construction of such kernels $K$ requires suitable characterizations for positive definite functions, as we explain this in detail later in this chapter. To this end, we rely on fundamental results from functional analysis, which we develop here. For only a few standard results from functional analysis, we omit their proofs and rather refer to the textbook [33].

In the following discussion of this chapter, we show how positive definite kernels lead to optimal solutions of the interpolation problem, Problem 8.1. Moreover, we discuss other features and advantages of the proposed interpolation method, where aspects of numerical relevance, e.g. stability and update strategies, are included in our discussion. Finally, we briefly address basic aspects of kernel-based learning methods.

### 8.1 Multivariate Lagrange Interpolation

### 8.1.1 Discussion of the Interpolation Problem

Before we develop concrete solutions to Problem 8.1, we discuss the interpolation problem in (8.2) from a more general viewpoint. To this end, suppose that for a continuous function and for pairwise distinct interpolation points $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega \subset \mathbb{R}^{d}, d>1$, a data vector $f_{X}$ containing function values of the form (8.1) is given.

To solve the interpolation problem in (8.2), we fix a suitable (finitedimensional) subspace $\mathcal{S} \subset \mathscr{C}(\Omega)$, from which we wish to determine an interpolant $s \in \mathcal{S}$ satisfying the interpolation conditions (8.2). To this end, we choose a set $\mathcal{B}=\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathscr{C}(\Omega)$ of $n$ linearly independent continuous functions $s_{j}: \Omega \longrightarrow \mathbb{R}, 1 \leq j \leq n$, so that the finite-dimensional interpolation space

$$
\mathcal{S}=\operatorname{span}\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathscr{C}(\Omega)
$$

consists of all linear combinations of functions in $\mathcal{B}$. In this approach, the sought interpolant $s \in \mathcal{S}$ is assumed to be of the form

$$
\begin{equation*}
s=\sum_{j=1}^{n} c_{j} s_{j} \tag{8.3}
\end{equation*}
$$

Now the solution of Problem 8.1 leads us to the linear system

$$
V_{\mathcal{B}, X} \cdot c=f_{X}
$$

for (unknown) coefficients $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}$ of $s$ in (8.3), where

$$
V_{\mathcal{B}, X}=\left(s_{j}\left(x_{k}\right)\right)_{1 \leq j, k \leq n} \in \mathbb{R}^{n \times n}
$$

is the generalized Vandermonde-Matrix with respect to the basis $\mathcal{B}$.
We wish to determine the basis $\mathcal{B}$, and so the interpolation space $\mathcal{S}$, such that the interpolation problem (8.2) has for any set of interpolation points $X$ and function values $f_{X}$ a unique solution $s$ from $\mathcal{S}$, i.e., we require the regularity of $V_{\mathcal{B}, X}$ for any set of interpolation points $X$.

As we recall from our discussion in Chapter 5, especially in Section 5.3, there is, according to the Mairhuber-Curtis theorem, Theorem 5.25, no nontrivial Haar space $\mathcal{S} \subset \mathscr{C}(\Omega)$ on domains $\Omega \subset \mathbb{R}^{d}$ containing bifurcations. The negative result of Mairhuber-Curtis is in particular critical for the case of multivariate domains. In other words, according to Mairhuber-Curtis, there is for $n \geq 2$ no Haar system $\left\{s_{1}, \ldots, s_{n}\right\}$, such that for any data vector $f_{X}$ the interpolation problem $f_{X}=s_{X}$ assuming an interpolant $s \in \operatorname{span}\left\{s_{1}, \ldots, s_{n}\right\}$ is guaranteed to have a unique solution.

To further explain this dilemma, we refer to the characterization of Haar spaces in Theorem 5.23. According to Theorem 5.23, for the unique solution
of the interpolation problems (8.2) we need to work with a basis $\mathcal{B}$ whose elements do necessarily depend on the interpolation points $X$. To construct such data-dependent bases $\mathcal{B}=\left\{s_{1}, \ldots, s_{n}\right\}$, we choose the approach

$$
\begin{equation*}
s_{j} \equiv K\left(\cdot, x_{j}\right) \quad \text { for } 1 \leq j \leq n \tag{8.4}
\end{equation*}
$$

so that the $j$-th basis function $s_{j} \in \mathcal{B}$ depends on the $j$-th interpolation point $x_{j} \in X$. In this approach, $K: \Omega \times \Omega \longrightarrow \mathbb{R}$ in (8.4) denotes a suitable continuous function, whose structural properties are discussed in the following section.

Note that our assumption in (8.4) leads us, for a fixed set of interpolation points $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$ to the finite-dimensional interpolation space

$$
\mathcal{S}_{X}=\operatorname{span}\left\{K\left(\cdot, x_{j}\right) \mid x_{j} \in X\right\} \subset \mathscr{C}(\Omega)
$$

from which we wish to choose an interpolant of the form

$$
\begin{equation*}
s=\sum_{j=1}^{n} c_{j} K\left(\cdot, x_{j}\right) . \tag{8.5}
\end{equation*}
$$

The solution of the interpolation problems $f_{X}=s_{X}$ is in this case given by the solution $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}$ of the linear equation system

$$
A_{K, X} \cdot c=\left.f\right|_{X}
$$

with the interpolation matrix $A_{K, X}=\left(K\left(x_{k}, x_{j}\right)\right)_{1 \leq j, k \leq n} \in \mathbb{R}^{n \times n}$.

### 8.1.2 Lagrange Interpolation by Positive Definite Functions

For the sake of unique interpolation, in Problem 8.1, and with assuming (8.5), the matrix $A_{K, X}$ must necessarily be regular. Indeed, this follows directly from Theorem 5.23. In the following discussion, we wish to construct continuous functions $K: \Omega \times \Omega \longrightarrow \mathbb{R}$, such that $A_{K, X}$ is symmetric positive definite for all finite sets $X$ of interpolation points, in which case $A_{K, X}$ would be regular. Obviously, the matrix $A_{K, X}$ is symmetric, if the function $K$ is symmetric, i.e., if $K(x, y)=K(y, x)$ for all $x, y \in \mathbb{R}^{d}$. The requirement for $A_{K, X}$ to be positive definite leads us to the notion of positive definite functions. Since we allow arbitrary parameter domains $\Omega \subset \mathbb{R}^{d}$, we will from now restrict ourselves (without loss of generality) to the case $\Omega=\mathbb{R}^{d}$.

Definition 8.2. A continuous and symmetric function $K: \mathbb{R}^{d} \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ is said to be positive definite on $\mathbb{R}^{d}, K \in \mathbf{P D}_{d}$, if for any set of pairwise distinct interpolation points $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}, n \in \mathbb{N}$, the matrix

$$
\begin{equation*}
A_{K, X}=\left(K\left(x_{k}, x_{j}\right)\right)_{1 \leq j, k \leq n} \in \mathbb{R}^{n \times n} \tag{8.6}
\end{equation*}
$$

is symmetric and positive definite.

We summarize our discussion as follows (cf. Theorem 5.23).
Theorem 8.3. For $K \in \mathbf{P D}_{d}$, let $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, for $n \in \mathbb{N}$, be a finite point set. Then, the following statements are true.
(a) The matrix $A_{K, X}$ in (8.6) is positive definite.
(b) If $s \in \mathcal{S}_{X}$ vanishes on $X$, i.e., if $s_{X}=0$, then $s \equiv 0$.
(c) The interpolation problem $s_{X}=f_{X}$ has a unique solution $s \in \mathcal{S}_{X}$ of the form (8.5), whose coefficient vector $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}$ is determined by the unique solution of the linear system $A_{K, X} \cdot c=f_{X}$.

By Theorem 8.3, the posed interpolation problem, in Problem 8.1, has for $K \in \mathbf{P D}_{d}$ a unique solution $s \in \mathcal{S}_{X}$ of the form (8.5). In this case, for any fixed set of interpolation points $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$ there is a unique Lagrange basis $\left\{\ell_{1}, \ldots, \ell_{n}\right\} \subset \mathcal{S}_{X}$, whose Lagrange basis functions $\ell_{j}$, $1 \leq j \leq n$, are uniquely determined by the solution of the cardinal interpolation problem

$$
\ell_{j}\left(x_{k}\right)=\delta_{j k}=\left\{\begin{array}{l}
1 \text { for } j=k  \tag{8.7}\\
0 \\
\text { for } j \neq k
\end{array} \quad \text { for all } 1 \leq j, k \leq n\right.
$$

Therefore, the Lagrange basis functions are also often referred to as cardinal interpolants. We can represent the elements of the Lagrange basis $\left\{\ell_{1}, \ldots, \ell_{n}\right\}$ as follows.

Proposition 8.4. Let $K \in \mathbf{P D}_{d}$ and $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$. Then, the Lagrange basis $\left\{\ell_{1}, \ldots, \ell_{n}\right\} \subset \mathcal{S}_{X}$ for $X$ is uniquely determined by the solution of the linear system

$$
\begin{equation*}
A_{K, X} \cdot \ell(x)=R(x) \quad \text { for } x \in \mathbb{R}^{d} \tag{8.8}
\end{equation*}
$$

where
$\ell(x)=\left(\ell_{1}(x), \ldots, \ell_{n}(x)\right)^{T} \in \mathbb{R}^{n}$ and $R(x)=\left(K\left(x, x_{1}\right), \ldots, K\left(x, x_{n}\right)\right)^{T} \in \mathbb{R}^{n}$.
The interpolant $s \in \mathcal{S}_{X}$ satisfying $s_{X}=f_{X}$ has the Lagrange representation

$$
\begin{equation*}
s(x)=\left\langle f_{X}, \ell(x)\right\rangle \tag{8.9}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the usual inner product on the Euclidean space $\mathbb{R}^{n}$.
Proof. For $x=x_{j}$, the right hand side $R\left(x_{j}\right)$ in (8.8) coincides with the $j$-th column of $A_{K, X}$, and so the $j$-th unit vector $e_{j} \in \mathbb{R}^{n}$ is the unique solution of the linear equation system (8.8), i.e.,

$$
\ell\left(x_{j}\right)=e_{j} \in \mathbb{R}^{n} \quad \text { for all } 1 \leq j \leq n
$$

In particular, $\ell_{j}$ satisfies the conditions (8.7) of cardinal interpolation. Moreover, any Lagrange basis function $\ell_{j}$ can, by using $\ell(x)=A_{K, X}^{-1} R(x)$, uniquely be represented as a linear combination

$$
\begin{equation*}
\ell_{j}(x)=e_{j}^{T} A_{K, X}^{-1} R(x) \quad \text { for } 1 \leq j \leq n \tag{8.10}
\end{equation*}
$$

of the basis functions $K\left(x, x_{j}\right)$ in $R(x)$, i.e., $\ell_{j} \in \mathcal{S}_{X}$ for $1 \leq j \leq n$. From (8.10), we obtain, in particular, the stated representation in (8.8).

Finally, the interpolant $s$ in (8.5) can, by using

$$
s(x)=\langle c, R(x)\rangle=\left\langle A_{K, X}^{-1} f_{X}, R(x)\right\rangle=\left\langle f_{X}, A_{K, X}^{-1} R(x)\right\rangle=\left\langle f_{X}, \ell(x)\right\rangle,
$$

be represented as a unique linear combination in the Lagrange basis, where

$$
s(x)=\sum_{j=1}^{n} f\left(x_{j}\right) \ell_{j}(x)
$$

and so we find the Lagrange representation, as stated in (8.9).

### 8.1.3 Construction of Positive Definite Functions

In this section, we discuss the construction and characterization of positive definite functions. To this end, we use the continuous multivariate Fourier transform from Section 7.4.

But let us first note two simple observations. For $K \in \mathbf{P D}_{d}$ and $X=\{x\}$, for $x \in \mathbb{R}^{d}$, the matrix $A_{K, X} \in \mathbb{R}^{1 \times 1}$ is positive definite, i.e., $K(x, x)>0$. For $X=\{x, y\}$, with $x, y \in \mathbb{R}^{d}, x \neq y$, we have $\operatorname{det}\left(A_{K, X}\right)>0$, whereby $K(x, y)^{2}<K(x, x) K(y, y)$.

In our subsequent construction of positive definite functions we assume

$$
\begin{equation*}
K(x, y):=\Phi(x-y) \quad \text { for } x, y \in \mathbb{R}^{d} \tag{8.11}
\end{equation*}
$$

for an even continuous function $\Phi: \mathbb{R}^{d} \longrightarrow \mathbb{R}$, i.e., $\Phi(x)=\Phi(-x)$ for all $x \in \mathbb{R}^{d}$. Important special cases for such $\Phi$ are radially symmetric functions.

Definition 8.5. A continuous function $\Phi: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ is radially symmetric on $\mathbb{R}^{d}$, with respect to the Euclidean norm $\|\cdot\|_{2}$, in short, $\Phi$ is radially symmetric, if there exists a continuous function $\phi:[0, \infty) \longrightarrow \mathbb{R}$ satisfying $\Phi(x)=\phi\left(\|x\|_{2}\right)$ for all $x \in \mathbb{R}^{d}$.

Obviously, every radially symmetric function $\Phi=\phi\left(\|\cdot\|_{2}\right)$ is even. In the following discussion, we call $\Phi$ or $\phi$ positive definite, respectively, in short, $\Phi \in \mathbf{P D}_{d}$ or $\phi \in \mathbf{P D}_{d}$, if and only if $K \in \mathbf{P D}_{d}$.

We summarize our observations for $K \in \mathbf{P D}_{d}$ in (8.11) as follows.

Remark 8.6. Let $\Phi: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ be even and positive definite, i.e., $\Phi \in \mathbf{P D}_{d}$. Then, the following statements hold.
(a) $\Phi(0)>0$;
(b) $|\Phi(x)|<\Phi(0)$ for all $x \in \mathbb{R}^{d} \backslash\{0\}$.

From now, we assume the normalization $\Phi(0)=1$. This is without loss of generality, since for $\Phi \in \mathbf{P D}_{d}$, we have $\alpha \Phi \in \mathbf{P D}_{d}$ for any $\alpha>0$.

Now let us discuss the construction of positive definite functions. This is done by using the continuous Fourier transform

$$
\hat{f}(\omega):=\int_{\mathbb{R}^{d}} f(x) \mathrm{e}^{-\mathrm{i}\langle x, \omega\rangle} \mathrm{d} x \quad \text { for } f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)
$$

The following fundamental result is due to Bochner ${ }^{1}$ who studied in [8] positive (semi-)definite functions of one variable. We can make use of the Bochner theorem in [8] to prove suitable characterizations for multivariate positive definite functions.

Theorem 8.7. (Bochner, 1932).
Suppose that $\Phi \in \mathscr{C}\left(\mathbb{R}^{d}\right) \cap \mathrm{L}^{1}\left(\mathbb{R}^{d}\right)$ is an even function. If the Fourier transform $\hat{\Phi}$ of $\Phi$ is positive on $\mathbb{R}^{d}, \hat{\Phi}>0$, then $\Phi$ is positive definite on $\mathbb{R}^{d}, \Phi \in \mathbf{P D}_{d}$.

Proof. For $\Phi \in \mathscr{C}\left(\mathbb{R}^{d}\right) \cap \mathrm{L}^{1}\left(\mathbb{R}^{d}\right)$, the Fourier inversion formula

$$
\Phi(x)=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} \hat{\Phi}(\omega) \mathrm{e}^{\mathrm{i}\langle x, \omega\rangle} \mathrm{d} \omega
$$

holds (see Corollary 7.24). Moreover, $\hat{\Phi}$ is continuous on $\mathbb{R}^{d}$ (cf. our discussion in Section 7.1). If $\hat{\Phi}>0$ on $\mathbb{R}^{d}$, then the quadratic form

$$
c^{T} A_{K, X} c=\sum_{j, k=1}^{n} c_{j} c_{k} \Phi\left(x_{j}-x_{k}\right)=(2 \pi)^{-d} \int_{\mathbb{R}^{d}}\left|\sum_{j=1}^{n} c_{j} \mathrm{e}^{\mathrm{i}\left\langle x_{j}, \omega\right\rangle}\right|^{2} \hat{\Phi}(\omega) \mathrm{d} \omega
$$

is non-negative for any pair $(c, X)$ of a vector $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}$ and a point set $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, i.e., $c^{T} A_{K, X} c \geq 0$. If $c^{T} A_{K, X} c=0$, then the symbol function

$$
S(\omega) \equiv S_{c, X}(\omega)=\sum_{j=1}^{n} c_{j} e^{i\left\langle x_{j}, \omega\right\rangle} \quad \text { for } \omega \in \mathbb{R}^{d}
$$

must vanish identically on $\mathbb{R}^{d}$, due to the positivity of $\hat{\Phi}$ on $\mathbb{R}^{d}$. By the linear independence of the functions $\mathrm{e}^{\mathrm{i}\left\langle x_{j}, \cdot\right\rangle}$, we can conclude $c=0$ from $S \equiv 0$ (see Exercise 8.61). Therefore, we have $c^{T} A_{K, X} c>0$ for all $c \in \mathbb{R}^{n} \backslash\{0\}$ and $X \subset \mathbb{R}^{d}$ with $|X|=n \in \mathbb{N}$.

[^49]Remark 8.8. We could also work with weaker assumptions on $\hat{\Phi} \in \mathscr{C}\left(\mathbb{R}^{d}\right)$ in Theorem 8.7, if we merely require non-negativity $\hat{\Phi} \geq 0$, with $\hat{\Phi} \not \equiv 0$, for $\hat{\Phi}$. But the somewhat stronger requirements for $\hat{\Phi}$ in Theorem 8.7 are sufficient for our purposes and, in fact, quite convenient in our following discussion.

By using Bochner's characterization of Theorem 8.7, we can make three examples for positive definite radially symmetric functions $\Phi$.

Example 8.9. The Gauss function

$$
\Phi(x)=\mathrm{e}^{-\|x\|_{2}^{2}} \quad \text { for } x \in \mathbb{R}^{d}
$$

is for any $d \geq 1$ positive definite on $\mathbb{R}^{d}, \Phi \in \mathbf{P D}_{d}$, by Example 7.41 , where

$$
\hat{\Phi}(\omega)=\pi^{d / 2} \mathrm{e}^{-\|\omega\|_{2}^{2} / 4}>0
$$

and so $K(x, y)=\exp \left(-\|x-y\|_{2}^{2}\right) \in \mathbf{P D}_{d}$, according to Theorem 8.7.
Example 8.10. The inverse multiquadric

$$
\Phi(x)=\left(1+\|x\|_{2}^{2}\right)^{-\beta / 2} \quad \text { for } \beta>d / 2
$$

is positive definite on $\mathbb{R}^{d}$ for all $d \in \mathbb{N}$. The Fourier transform of $\Phi$ is given as

$$
\begin{equation*}
\hat{\Phi}(\omega)=(2 \pi)^{-d / 2} \cdot \frac{2^{1-\beta}}{\Gamma(\beta)}\|\omega\|_{2}^{\beta-d / 2} K_{d / 2-\beta}\left(\|\omega\|_{2}\right) \tag{8.12}
\end{equation*}
$$

where

$$
K_{\nu}(z)=\int_{0}^{\infty} \mathrm{e}^{-z \cosh (x)} \cosh (\nu x) \mathrm{d} x \quad \text { for } z \in \mathbb{C} \text { with }|\arg (z)|<\pi / 2
$$

is the modified Bessel function of the third kind of order $\nu \in \mathbb{C}$. We decided to omit the rather technical details concerning the Fourier transform $\hat{\Phi}$ in (8.12) and its positivity, but rather refer to [72, Theorem 6.13].

Example 8.11. The radial characteristic functions

$$
\Phi(x)=\left(1-\|x\|_{2}\right)_{+}^{\beta}=\left\{\begin{array}{cc}
\left(1-\|x\|_{2}\right)^{\beta} & \text { for }\|x\|_{2}<1 \\
0 & \text { for }\|x\|_{2} \geq 1
\end{array}\right.
$$

of Askey [2] are for $d \geq 2$ positive definite on $\mathbb{R}^{d}$, provided that $\beta \geq(d+1) / 2$. In this case, the Fourier transform $\hat{\Phi}$ of $\Phi$ can (up to some positive constant) be represented as

$$
\begin{equation*}
\hat{\Phi}(s)=s^{-(d / 2+\beta+1)} \int_{0}^{s}(s-t)^{\beta} t^{d / 2} J_{(d-2) / 2}(t) d t>0 \tag{8.13}
\end{equation*}
$$

for $s=\|\omega\|_{2}$, where

$$
J_{\nu}(z)=\sum_{j=0}^{\infty} \frac{(-1)^{j}(z / 2)^{\nu+2 j}}{j!\Gamma(\nu+j+1)} \quad \text { for } z \in \mathbb{C} \backslash\{0\}
$$

is the Bessel function of the first kind of order $\nu \in \mathbb{C}$. Again, we decided to omit the technical details concerning the Fourier transform $\hat{\Phi}$ in (8.13). Further details on the construction and characterization of these early examples for compactly supported radial positive definite functions are in [37].

Now that we have provided three explicit examples for positive definite (radial) functions, we remark that the characterization of Bochner's theorem allows us to construct even larger classes of positive definite functions. This is done by using convolutions. Recall that for any pair $f, g \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$ of functions, the Fourier transform maps the convolution product $f * g \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$,

$$
(f * g)(x)=\int_{\mathbb{R}^{d}} f(x-y) g(y) d y \quad \text { for } f, g \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)
$$

to the product of their Fourier transforms, i.e.,

$$
\widehat{f * g}=\hat{f} \cdot \hat{g} \quad \text { for } f, g \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)
$$

by the Fourier convolution theorem, Theorem 7.14.
For $g(x)=f^{*}(x)=f(-x)$, we get the non-negative autocorrelation

$$
\widehat{f * f^{*}}=\hat{f} \cdot \overline{\hat{f}}=|\hat{f}|^{2} \quad \text { for } f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)
$$

This gives a simple method for constructing positive definite functions.
Corollary 8.12. For any function $\Psi \in L^{1}\left(\mathbb{R}^{d}\right) \backslash\{0\}$, its autocorrelation

$$
\Phi(x)=\left(\Psi * \Psi^{*}\right)(x)=\int_{\mathbb{R}^{d}} \Psi(x-y) \Psi(-y) d y
$$

is positive definite, $\Phi \in \mathbf{P D}_{d}$.
Proof. For $\Psi \in \mathrm{L}^{1}\left(\mathbb{R}^{d}\right) \backslash\{0\}$, we have $\Phi \in \mathrm{L}^{1}\left(\mathbb{R}^{d}\right) \backslash\{0\}$, and so $\hat{\Phi} \in \mathscr{C}\left(\mathbb{R}^{d}\right) \backslash\{0\}$. Moreover, the Fourier transform $\hat{\Phi}=|\hat{\Psi}|^{2}$ of the autocorrelation $\Phi=\Psi * \Psi^{*}$ is, due to the Fourier convolution theorem, Theorem 7.43, non-negative, so that $\Phi \in \mathbf{P D}_{d}$, due to Remark 8.8.

The practical value of the construction resulting from Corollary 8.12 is, however, rather limited. This is because the autocorrelations $\Psi * \Psi^{*}$ are rather awkward to evaluate. To avoid numerical integration, one would prefer to work with explicit (preferably simple) analytic expressions for positive definite functions $\Phi=\Psi * \Psi^{*}$.

We remark that the basic idea of Corollary 8.12 has led to the construction of compactly supported positive definite (radial) functions, dating back to
earlier Göttingen works of Schaback \& Wendland [62] (in 1993), Wu [74] (in 1994), and Wendland [71] (in 1995). In their constructions, explicit formulas were given for autocorrelations $\Phi=\Psi * \Psi^{*}$, whose generators $\Psi(x)=\psi\left(\|x\|_{2}\right)$, $x \in \mathbb{R}^{d}$, are specific radially symmetric and compactly supported functions $\psi:[0, \infty) \longrightarrow \mathbb{R}$. This has provided a large family of continuous, radially symmetric, and compactly supported functions $\Phi=\Psi * \Psi^{*}$, as they were later popularized by Wendland [71], who used the radial characteristic functions of Example 8.11 for $\Psi$ to obtain piecewise polynomial positive definite compactly supported radial functions of minimal degree. For further details concerning the construction of compactly supported positive definite radial functions, we refer to the survey [61] of Schaback.

### 8.2 Native Reproducing Kernel Hilbert Spaces

The discussion of this section is devoted to reproducing kernel Hilbert spaces $\mathcal{F}$ which are generated by positive definite functions $K \in \mathbf{P D}_{d}$. In particular, for any fixed $K \in \mathbf{P D}_{d}$, the positive definite function $K$ is shown to be the reproducing kernel of its associated Hilbert space $\mathcal{F} \equiv \mathcal{F}_{K}$, whose structure is entirely determined by the properties of $K$. Therefore, $\mathcal{F}$ is also referred to as the native reproducing kernel Hilbert space of $K$, in short, native space.

To introduce $\mathcal{F}$, we first define, for a fixed positive definite $K \in \mathbf{P D}_{d}$, the reconstruction space

$$
\begin{equation*}
\mathcal{S}=\left\{s \in \mathcal{S}_{X}\left|X \subset \mathbb{R}^{d},|X|<\infty\right\}\right. \tag{8.14}
\end{equation*}
$$

containing all (potential) interpolants of the form

$$
\begin{equation*}
s(x)=\sum_{j=1}^{n} c_{j} K\left(x, x_{j}\right) \tag{8.15}
\end{equation*}
$$

for some $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}$ and $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$.
Note that any $s \in \mathcal{S}$ in (8.15) can be rewritten as

$$
\begin{equation*}
s(x) \equiv s_{\lambda}(x):=\lambda^{y} K(x, y) \quad \text { for } \lambda=\sum_{j=1}^{n} c_{j} \delta_{x_{j}} \tag{8.16}
\end{equation*}
$$

where $\delta_{x}$ is the Dirac ${ }^{2}$ point evaluation functional, defined by $\delta_{x}(f)=f(x)$, and $\lambda^{y}$ in (8.16) denotes action of the linear functional $\lambda$ on variable $y$.

[^50]
### 8.2.1 Topology of the Reconstruction Space and Duality

Now we consider the linear space
$\mathcal{L}=\left\{\lambda=\sum_{j=1}^{n} c_{j} \delta_{x_{j}} \mid c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}, X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}, n \in \mathbb{N}\right\}$
containing all finite linear combinations of $\delta$-functionals. We equip $\mathcal{L}$ with the inner product

$$
\begin{equation*}
(\lambda, \mu)_{K}:=\lambda^{x} \mu^{y} K(x, y)=\sum_{j=1}^{n_{\lambda}} \sum_{k=1}^{n_{\mu}} c_{j} d_{k} K\left(x_{j}, y_{k}\right) \quad \text { for } \lambda, \mu \in \mathcal{L} \tag{8.17}
\end{equation*}
$$

for $K \in \mathbf{P D}_{d}$, where

$$
\lambda=\sum_{j=1}^{n_{\lambda}} c_{j} \delta_{x_{j}} \in \mathcal{L} \quad \text { and } \quad \mu=\sum_{k=1}^{n_{\mu}} d_{k} \delta_{y_{k}} \in \mathcal{L}
$$

By $\|\cdot\|_{K}:=(\cdot, \cdot)_{K}^{1 / 2}, \mathcal{L}$ is a Euclidean space. Likewise, via the duality relation in (8.16), we can equip $\mathcal{S}$ with the inner product

$$
\begin{equation*}
\left(s_{\lambda}, s_{\mu}\right)_{K}:=(\lambda, \mu)_{K} \quad \text { for } s_{\lambda}, s_{\mu} \in \mathcal{S} \tag{8.18}
\end{equation*}
$$

and the norm $\|\cdot\|_{K}=(\cdot, \cdot)_{K}^{1 / 2}$. Note that the normed linear spaces $\mathcal{S}$ and $\mathcal{L}$ are isometric isomorphic, $\mathcal{S} \cong \mathcal{L}$, via the linear bijection $\lambda \longmapsto s_{\lambda}$ and by the norm isometry

$$
\begin{equation*}
\|\lambda\|_{K}=\left\|s_{\lambda}\right\|_{K} \quad \text { for all } \lambda \in \mathcal{L} . \tag{8.19}
\end{equation*}
$$

Before we study the topology of the spaces $\mathcal{L}$ and $\mathcal{S}$ in more detail, we first discuss a few concrete examples for inner products and norms of elements in $\mathcal{L}$ and $\mathcal{S}$.

Example 8.13. For any pair of point evaluation functionals $\delta_{z_{1}}, \delta_{z_{2}} \in \mathcal{L}$, with $z_{1}, z_{2} \in \mathbb{R}^{d}$, their inner product is given by

$$
\left(\delta_{z_{1}}, \delta_{z_{2}}\right)_{K}=\delta_{z_{1}}^{x} \delta_{z_{2}}^{y} K(x, y)=K\left(z_{1}, z_{2}\right)=\Phi\left(z_{1}-z_{2}\right)
$$

Moreover, for the norm of any $\delta_{z} \in \mathcal{L}, z \in \mathbb{R}^{d}$, we obtain

$$
\left\|\delta_{z}\right\|_{K}^{2}=\left(\delta_{z}, \delta_{z}\right)_{K}=\delta_{z}^{x} \delta_{z}^{y} K(x, y)=K(z, z)=\Phi(0)=1,
$$

with using the normalization $\Phi(0)=1$, as introduced in Remark 8.6. Likewise, we have

$$
\begin{equation*}
\left(K\left(\cdot, z_{1}\right), K\left(\cdot, z_{2}\right)\right)_{K}=K\left(z_{1}, z_{2}\right)=\Phi\left(z_{1}-z_{2}\right) \tag{8.20}
\end{equation*}
$$

for all $z_{1}, z_{2} \in \mathbb{R}^{d}$ and

$$
\|K(\cdot, z)\|_{K}=\left\|\delta_{z}\right\|_{K}=1 \quad \text { for all } z \in \mathbb{R}^{d}
$$

To extend this first elementary example, we regard, for a fixed point set $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, the linear bijection operator $G: \mathbb{R}^{n} \longrightarrow \mathcal{S}_{X}$, defined as

$$
\begin{equation*}
G(c)=\sum_{j=1}^{n} c_{j} K\left(\cdot, x_{j}\right)=\langle c, R(x)\rangle \quad \text { for } c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n} \tag{8.21}
\end{equation*}
$$

Proposition 8.14. For any $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, we have

$$
(G(c), G(d))_{K}=\langle c, d\rangle_{A_{K, X}} \quad \text { for all } c, d \in \mathbb{R}^{n}
$$

where

$$
\langle c, d\rangle_{A_{K, X}}:=c^{T} A_{K, X} d \quad \text { for } c, d \in \mathbb{R}^{n}
$$

denotes the inner product generated by the positive definite matrix $A_{K, X}$. In particular, $G$ is an isometry by

$$
\|G(c)\|_{K}=\|c\|_{A_{K, X}} \quad \text { for all } c \in \mathbb{R}^{n}
$$

where $\|\cdot\|_{A_{K, X}}:=\langle\cdot, \cdot\rangle_{A_{K, X}}^{1 / 2}$.
Proof. By (8.20), we have

$$
(G(c), G(d))_{K}=\sum_{j, k=1}^{n} c_{j} d_{k}\left(K\left(\cdot, x_{j}\right), K\left(\cdot, x_{k}\right)\right)_{K}=c^{T} A_{K, X} d=\langle c, d\rangle_{A_{K, X}}
$$

for all $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}$ and $d=\left(d_{1}, \ldots, d_{n}\right)^{T} \in \mathbb{R}^{n}$.
The result of Proposition 8.14 leads us to the dual operator of $G$.
Proposition 8.15. For any finite point set $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, the dual operator $G^{*}: \mathcal{S}_{X} \longrightarrow \mathbb{R}^{n}$ of $G$ in (8.21), characterized by the relation

$$
\begin{equation*}
(G(c), s)_{K}=\left\langle c, G^{*}(s)\right\rangle \quad \text { for } c \in \mathbb{R}^{n} \text { and } s \in \mathcal{S}_{X} \tag{8.22}
\end{equation*}
$$

is given as

$$
G^{*}(s)=s_{X} \quad \text { for } s \in \mathcal{S}_{X}
$$

Proof. Note that for any $s \in \mathcal{S}_{X}$, there is a unique $d \in \mathbb{R}^{n}$ satisfying $G(d)=s$, so that we have

$$
(G(c), s)_{K}=(G(c), G(d))_{K}=\langle c, d\rangle_{A_{K, X}}=\left\langle c, A_{K, X} d\right\rangle=\left\langle c, s_{X}\right\rangle
$$

for all $c \in \mathbb{R}^{n}$, in which case the assertion follows directly from (8.22).
Next, we compute inner products and norms for the Lagrange basis functions $\ell_{1}, \ldots, \ell_{n}$ of $\mathcal{S}_{X}$. The following proposition yields an important result concerning our subsequent stability analysis of the interpolation method.

Proposition 8.16. For $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, the inner products between the Lagrange basis functions $\ell_{j} \in \mathcal{S}_{X}$ satisfying (8.7) are given as

$$
\left(\ell_{j}, \ell_{k}\right)_{K}=a_{j k}^{-1} \quad \text { for all } 1 \leq j, k \leq n,
$$

where $A_{K, X}^{-1}=\left(a_{j k}^{-1}\right)_{1 \leq j, k \leq n} \in \mathbb{R}^{n \times n}$. In particular, the norm of $\ell_{j} \in \mathcal{S}_{X}$ is

$$
\left\|\ell_{j}\right\|_{K}^{2}=a_{j j}^{-1} \quad \text { for all } 1 \leq j \leq n .
$$

Proof. The representation of the Lagrange basis functions $\ell_{j}$ in (8.10) yields

$$
\left(\ell_{j}, \ell_{k}\right)_{K}=e_{j}^{T} A_{K, X}^{-1} A_{K, X} A_{K, X}^{-1} e_{k}=e_{j}^{T} A_{K, X}^{-1} e_{k}=a_{j k}^{-1}
$$

for all $1 \leq j, k \leq n$.
From Example 8.13 and Proposition 8.16, we see that the matrices

$$
\begin{aligned}
& A_{K, X}=\left(\left(\delta_{x_{j}}, \delta_{x_{k}}\right)_{K}\right)_{1 \leq j, k \leq n} \in \mathbb{R}^{n \times n} \\
& A_{K, X}^{-1}=\left(\left(\ell_{j}, \ell_{k}\right)_{K}\right)_{1 \leq j, k \leq n} \in \mathbb{R}^{n \times n}
\end{aligned}
$$

are Gramian, i.e., the entries of the symmetric positive definite matrices $A_{K, X}$ and $A_{K, X}^{-1}$ are represented by inner products, respectively.

### 8.2.2 Construction of the Native Hilbert Space

In this section, we introduce the native Hilbert space $\mathcal{F} \equiv \mathcal{F}_{K}$ of $K \in \mathbf{P D}_{d}$. To this end, we perform a completion of the Euclidean space $\mathcal{S}$. On this occasion, we recall the general concept of completion for normed linear spaces from functional analysis. But we decided to omit the proofs, where we rather refer to the more general discussion in [33, Appendix B]. The following result can, for instance, be found in [33, Corollary 16.11].

Theorem 8.17. (Completion of normed linear spaces). Let $\mathcal{S}$ be $a$ normed linear space. Then, $\mathcal{S}$ is isometric isomorphic to a dense subspace of a Banach space $\mathcal{F}$, which is, up to norm isomorphy, unique. The Banach space $\mathcal{F}$ is called completion of $\mathcal{S}$, in short, $\mathcal{F}=\overline{\mathcal{S}}$.

The concept of completion can, obviously, be applied to Euclidean spaces: For any Euclidean space $\mathcal{S}$ in (8.14), there is a unique (up to norm isomorphy) Hilbert space $\mathcal{F}$, which is the completion of $\mathcal{S}$ with respect to the Euclidean norm $\|\cdot\|_{K}$, i.e., $\mathcal{F}=\overline{\mathcal{S}}$. Likewise, for the dual space $\mathcal{L}$ of $\mathcal{S}$, there is a unique (up to norm isomorphy) Hilbert space $\mathcal{D}$ satisfying $\mathcal{D}=\overline{\mathcal{L}}$.

By the norm isomorphy in (8.19) and by the continuity of the norm $\|\cdot\|_{K}$, we obtain another important result, where we extend the linear bijection $\lambda \longmapsto s_{\lambda}$ between $\mathcal{L}$ and $\mathcal{S}$ to $\mathcal{D}$ and $\mathcal{F}$.

Proposition 8.18. The Hilbert spaces $\mathcal{D}$ and $\mathcal{F}$ are isometric isomorphic,

$$
\mathcal{D} \cong \mathcal{F},
$$

via the linear bijection $\lambda \longmapsto s_{\lambda}$ and by the norm isometry

$$
\|\lambda\|_{K}=\left\|s_{\lambda}\right\|_{K} \quad \text { for all } \lambda \in \mathcal{D} .
$$

Remark 8.19. Any functional $\mu \in \mathcal{D}$ is continuous on the Hilbert space $\mathcal{F}$ by the Cauchy-Schwarz inequality

$$
\left|\mu\left(s_{\lambda}\right)\right|=\left|\mu^{x} \lambda^{y} K(x, y)\right|=\left|(\mu, \lambda)_{K}\right| \leq\|\mu\|_{K} \cdot\|\lambda\|_{K}=\|\mu\|_{K} \cdot\left\|s_{\lambda}\right\|_{K}
$$

In particular, any point evaluation functional $\delta_{x} \in \mathcal{L}, x \in \mathbb{R}^{d}$, is continuous on $\mathcal{F}$, since we have

$$
\left|\delta_{x}(f)\right| \leq\left\|\delta_{x}\right\|_{K} \cdot\|f\|_{K}=\|f\|_{K} \quad \text { for all } f \in \mathcal{F}
$$

where $\left\|\delta_{x}\right\|_{K}=1$ (see Example 8.13).
Resorting to functional analysis, we see that $\mathcal{F}$ is a reproducing kernel Hilbert space. But let us first recall some facts about reproducing kernels [1].

Definition 8.20. Let $\mathcal{H}$ denote a Hilbert space of functions $f: \mathbb{R}^{d} \longrightarrow \mathbb{R}$, with inner product $(\cdot, \cdot)_{\mathcal{H}}$. Then, a function $K: \mathbb{R}^{d} \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ is said to be a reproducing kernel for $\mathcal{H}$, if $K(\cdot, x) \in \mathcal{H}$, for all $x \in \mathbb{R}^{d}$, and

$$
(K(\cdot, x), f)_{\mathcal{H}}=f(x) \quad \text { for all } f \in \mathcal{H} \text { and all } x \in \mathbb{R}^{d} .
$$

Next, we prove an important result concerning the characterization of reproducing kernel Hilbert spaces. To this end, we rely on the representation theorem of Fréchet ${ }^{3}$-Riesz ${ }^{4}$, giving another standard result from functional analysis, which can be found, for instance, in [33, Section 8.3].

Theorem 8.21. (Fréchet-Riesz representation theorem). Let $\mathcal{H}$ be a Hilbert space. Then, there is for any bounded linear functional $\varphi: \mathcal{H} \longrightarrow \mathbb{R}$ a unique representer $u_{\varphi} \in \mathcal{H}$, satisfying

$$
\varphi(u)=\left(u_{\varphi}, u\right)_{\mathcal{H}} \quad \text { for all } u \in \mathcal{H}
$$

The mapping $\varphi \longmapsto u_{\varphi}$ is linear, bijective and isometric from $\mathcal{H}^{\prime}$ onto $\mathcal{H}$.

[^51]Theorem 8.22. A Hilbert space $\mathcal{H}$ of functions $f: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ has a reproducing kernel, if and only if all point evaluation functionals $\delta_{x}: \mathcal{H} \longrightarrow \mathbb{R}$, for $x \in \mathbb{R}^{d}$, are continuous on $\mathcal{H}$.

Proof. Suppose $K$ is a reproducing kernel for $\mathcal{H}$. Then, by the estimate

$$
\left|\delta_{x}(f)\right|=|f(x)|=\left|(K(\cdot, x), f)_{\mathcal{H}}\right| \leq\|K(\cdot, x)\|_{\mathcal{H}} \cdot\|f\|_{\mathcal{H}} \quad \text { for } x \in \mathbb{R}^{d}
$$

any point evaluation functional $\delta_{x}$ is bounded, and so continuous, on $\mathcal{H}$.
As for the converse, suppose that all point evaluation functionals $\delta_{x}$ are continuous on $\mathcal{H}$. Then, due to the Fréchet-Riesz representation theorem, Theorem 8.21 , there is, for any $x \in \mathbb{R}^{d}$, a unique function $k_{x} \in \mathcal{H}$ satisfying

$$
f(x)=\delta_{x}(f)=\left(k_{x}, f\right)_{\mathcal{H}} \quad \text { for all } f \in \mathcal{H}
$$

and so the function $K(\cdot, x):=k_{x}$ is a reproducing kernel for $\mathcal{H}$.
Remark 8.23. A reproducing kernel $K$ for $\mathcal{H}$ is unique. Indeed, if $\tilde{K}$ is another reproducing kernel for $\mathcal{H}$, then we have

$$
(\tilde{K}(\cdot, x), f)_{\mathcal{H}}=f(x) \quad \text { for all } f \in \mathcal{H} \text { and all } x \in \mathbb{R}^{d}
$$

For $k_{x}:=K(\cdot, x)$ and $\tilde{k}_{x}:=\tilde{K}(\cdot, x)$ this implies

$$
\left(k_{x}-\tilde{k}_{x}, f\right)_{\mathcal{H}}=0 \quad \text { for all } f \in \mathcal{H} \text { and all } x \in \mathbb{R}^{d},
$$

and so $k_{x} \equiv \tilde{k}_{x}$, i.e., $K \equiv \tilde{K}$.

### 8.2.3 The Madych-Nelson Theorem

Now we are in a position where we can show that the positive definite function $K \in \mathbf{P D}_{d}$ is the (unique) reproducing kernel for the Hilbert space $\mathcal{F} \equiv \mathcal{F}_{K}$. To this end, we rely on the seminal works [45, 46, 47] of Madych and Nelson.

Theorem 8.24. (Madych-Nelson, 1983).
For any dual functional $\lambda \in \mathcal{D}$, we have the representation

$$
\begin{equation*}
\lambda(f)=\left(\lambda^{y} K(\cdot, y), f\right)_{K} \quad \text { for all } f \in \mathcal{F} \tag{8.23}
\end{equation*}
$$

Proof. For $\lambda \in \mathcal{L}$ and $s_{\mu}=\mu^{y} K(\cdot, y) \in \mathcal{S}$ the representation

$$
\begin{equation*}
\left(\lambda^{y} K(\cdot, y), s_{\mu}\right)_{K}=\left(s_{\lambda}, s_{\mu}\right)_{K}=(\lambda, \mu)_{K}=\lambda^{x} \mu^{y} K(x, y)=\lambda\left(s_{\mu}\right) \tag{8.24}
\end{equation*}
$$

holds, with the inner products $(\cdot, \cdot)_{K}: \mathcal{L} \times \mathcal{L} \longrightarrow \mathbb{R}$ and $(\cdot, \cdot)_{K}: \mathcal{S} \times \mathcal{S} \longrightarrow \mathbb{R}$ in (8.17) and in (8.18). By continuous extension of the representation (8.24) from $\mathcal{L}$ to $\mathcal{D}$ and from $\mathcal{S}$ to $\mathcal{F}$ we already obtain the statement in (8.23).

From the result of Theorem 8.24, we note the following observation.

Remark 8.25. Any dual functional $\lambda \in \mathcal{D}$ is, according to (8.23) and in the sense of the Fréchet-Riesz representation theorem, Theorem 8.21, uniquely represented by the element $s_{\lambda}=\lambda^{y} K(\cdot, y) \in \mathcal{F}$.

Now we can formulate the central result of this section.
Corollary 8.26. Every positive definite function $K \in \mathbf{P D}_{d}$ is the unique reproducing kernel of the Hilbert space $\mathcal{F} \equiv \mathcal{F}_{K}$ generated by $K$.

Proof. On the one hand, we have, for $\delta_{x} \in \mathcal{L}, x \in \mathbb{R}^{d}$, the representation

$$
\delta_{x}^{y} K(\cdot, y)=K(\cdot, x) \in \mathcal{F} \quad \text { for all } x \in \mathbb{R}^{d}
$$

On the other hand, by letting $\lambda=\delta_{x} \in \mathcal{L}$ in (8.23), we obtain

$$
(K(\cdot, x), f)_{K}=f(x) \quad \text { for all } f \in \mathcal{F} \text { and all } x \in \mathbb{R}^{d}
$$

Therefore, $K$ is the reproducing kernel of $\mathcal{F}$ according to Definition 8.20.
Another useful consequence of the Madych-Nelson theorem is as follows.
Corollary 8.27. Every function $f \in \mathcal{F}$ is continuous on $\mathbb{R}^{d}, \mathcal{F} \subset \mathscr{C}\left(\mathbb{R}^{d}\right)$.
Proof. Recall that we assume continuity for $K \in \mathbf{P D}_{d}$. Therefore, by

$$
|f(x)-f(y)|=\left|(K(\cdot, x)-K(\cdot, y), f)_{K}\right| \leq\|f\|_{K} \cdot\|K(\cdot, x)-K(\cdot, y)\|_{K}
$$

for $f \in \mathcal{F}$, and by

$$
\begin{aligned}
& \|K(\cdot, x)-K(\cdot, y)\|_{K}^{2} \\
& =(K(\cdot, x), K(\cdot, x))_{K}-2(K(\cdot, x), K(\cdot, y))_{K}+(K(\cdot, y), K(\cdot, y))_{K} \\
& =K(x, x)-2 K(x, y)+K(y, y)
\end{aligned}
$$

(cf. Example 8.13) we see that every $f \in \mathcal{F}$ is a continuous function.

### 8.3 Optimality of the Interpolation Method

In this section, we prove further results that directly follow from the MadychNelson theorem, Theorem 8.24. As we show, the proposed Lagrange interpolation method is optimal in two different senses.

### 8.3.1 Orthogonality and Best Approximation

The first optimality property is based on the Pythagoras theorem.

Corollary 8.28. For $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}, \mathcal{F}$ can be decomposed as

$$
\begin{equation*}
\mathcal{F}=\mathcal{S}_{X} \oplus\left\{f \in \mathcal{F} \mid f_{X}=0\right\} \tag{8.25}
\end{equation*}
$$

where $\mathcal{S}_{X}^{\perp}=\left\{f \in \mathcal{F} \mid f_{X}=0\right\}$ is the orthogonal complement of $\mathcal{S}_{X}$ in $\mathcal{F}$.
For $f \in \mathcal{F}$ and the unique interpolant $s \in \mathcal{S}_{X}$ to $f$ on $X$ satisfying $s_{X}=f_{X}$, the Pythagoras theorem holds, i.e.,

$$
\begin{equation*}
\|f\|_{K}^{2}=\|s\|_{K}^{2}+\|f-s\|_{K}^{2} . \tag{8.26}
\end{equation*}
$$

Proof. For $f \in \mathcal{F}$, let $s \in \mathcal{S}_{X}$ be the unique interpolant to $f$ from $\mathcal{S}_{X}$ satisfying $s_{X}=f_{X}$. Then, $s$ can, according to (8.16), be represented as $s=\lambda^{y} K(\cdot, y)$, for some dual functional $\lambda \in \mathcal{L}$ of the form $\lambda=\sum_{j=1}^{n} c_{j} \delta_{x_{j}}$.

By the Madych-Nelson theorem, Theorem 8.24, we have

$$
(s, g)_{K}=0 \quad \text { for all } g \in \mathcal{F} \text { with } \lambda(g)=0
$$

i.e., $s$ is perpendicular to the (algebraic) kernel of $\lambda$, and so the implication

$$
g_{X}=0 \quad \Longrightarrow \quad g \perp \mathcal{S}_{X}
$$

holds. But this implies $f-s \perp \mathcal{S}_{X}$, or $f-s \in \mathcal{S}_{X}^{\perp}$, since $(f-s)_{X}=0$. Therefore, the stated decomposition with the direct sum in (8.25) holds by

$$
f=s+(f-s) \in \mathcal{S}_{X} \oplus \mathcal{S}_{X}^{\perp}
$$

and, moreover,
$\|f\|_{K}^{2}=\|f-s+s\|_{K}^{2}=\|f-s\|_{K}^{2}+2(f-s, s)_{K}+\|s\|_{K}^{2}=\|f-s\|_{K}^{2}+\|s\|_{K}^{2}$,
whereby the Pythagoras theorem (8.26) is also proven.
By the result of Corollary 8.28, we can identify the unique interpolant $s^{*} \in \mathcal{S}_{X}$ to $f$ on $X$ as the orthogonal projection of $f$ onto $\mathcal{S}_{X}$. Therefore, the interpolant $s^{*}$ is, according to Remark 4.2, the unique best approximation to $f$ from $\mathcal{S}_{X}$ with respect to $\left(\mathcal{F},\|\cdot\|_{K}\right)$. Note that the projection operator $\Pi_{\mathcal{S}_{X}}: \mathcal{F} \longrightarrow \mathcal{S}_{X}, f \longmapsto s^{*}$, satisfies the property

$$
f-\Pi_{\mathcal{S}_{X}} f=\left(I-\Pi_{\mathcal{S}_{X}}\right)(f) \perp \mathcal{S}_{X} \quad \text { for all } f \in \mathcal{F},
$$

so that the operator $I-\Pi_{\mathcal{S}_{X}}: \mathcal{F} \longrightarrow \mathcal{S}_{X}^{\perp}$ maps, according to the decomposition in (8.25), onto the orthogonal complement $\mathcal{S}_{X}^{\perp} \subset \mathcal{F}$ of $\mathcal{S}_{X}$ in $\mathcal{F}$. The linear operator $I-\Pi_{\mathcal{S}_{X}}$ is also a projection operator (cf. our general discussion on orthogonal projections in Section 4.2).

We summarize our observations as follows.

Corollary 8.29. For $f \in \mathcal{F}$ and $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$ the unique interpolant $s^{*} \in \mathcal{S}_{X}$ to $f$ on $X, s_{X}^{*}=f_{X}$, satisfies the following properties.
(a) $s^{*}$ is the unique orthogonal projection of $f \in \mathcal{F}$ onto $\mathcal{S}_{X}$.
(b) $s^{*}$ is the unique best approximation to $f \in \mathcal{F}$ from $\mathcal{S}_{X}$ w.r.t. $\|\cdot\|_{K}$.

Moreover, Corollary 8.28 implies that the interpolant has minimal variation.
Corollary 8.30. For $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$ and $f_{X} \in \mathbb{R}^{n}$, the interpolant $s \in \mathcal{S}_{X}$ satisfying $s_{X}=f_{X}$ is the unique minimizer of the energy functional $\|\cdot\|_{K}$ among all interpolants from $\mathcal{F}$ to the data $f_{X}$, i.e.,

$$
\|s\|_{K} \leq\|g\|_{K} \quad \text { for all } g \in \mathcal{F} \text { with } g_{X}=f_{X}
$$

The interpolant $s$ is uniquely determined by this variational property.
Now we analyze to stability of the proposed interpolation method. To this end, we compute the norm of the interpolation operator $I_{X}: \mathcal{F} \longrightarrow \mathcal{S}_{X}$, which maps every $f \in \mathcal{F}$ to its unique interpolant $s \in \mathcal{S}_{X}$ satisfying $f_{X}=s_{X}$. On this occasion, we recall the definition for the norm of linear operators, which is in particular for $I_{X}: \mathcal{F} \longrightarrow \mathcal{S}$ with respect to $\|\cdot\|_{K}$ given as

$$
\left\|I_{X}\right\|_{K}=\sup _{f \in \mathcal{F} \backslash\{0\}} \frac{\left\|I_{X} f\right\|_{K}}{\|f\|_{K}}
$$

Theorem 8.31. For $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, the native space norm $\left\|I_{X}\right\|_{K}$ of the interpolation operator $I_{X}: \mathcal{F} \longrightarrow \mathcal{S}_{X}$ is one, i.e.,

$$
\left\|I_{X}\right\|_{K}=1
$$

Proof. The variational property in Corollary 8.30 implies

$$
\begin{equation*}
\left\|I_{X} f\right\|_{K} \leq\|f\|_{K} \quad \text { for all } f \in \mathcal{F} \tag{8.27}
\end{equation*}
$$

and so $\left\|I_{X}\right\|_{K} \leq 1$. Due to the projection property $I_{X} s=s$, for all $s \in \mathcal{S}_{X}$, equality in (8.27) is attained at any $s \in \mathcal{S}_{X}$, i.e.,

$$
\left\|I_{X} s\right\|_{K}=\|s\|_{K} \quad \text { for all } f \in \mathcal{S}_{X}
$$

and therefore we have $\left\|I_{X}\right\|_{K}=1$.
The above result allows us to draw the following conclusion.
Remark 8.32. By the stability property (8.27) in Theorem 8.31, the proposed interpolation method has minimal condition number w.r.t. $\|\cdot\|_{K}$.

### 8.3.2 Norm Minimality of the Pointwise Error Functional

The second optimality property of the proposed interpolation method is concerning the pointwise error

$$
\begin{equation*}
\varepsilon_{x}(f)=f(x)-s(x) \quad \text { for } x \in \mathbb{R}^{d} \tag{8.28}
\end{equation*}
$$

between $f \in \mathcal{F}$ and the interpolant $s \in \mathcal{S}_{X}$ to $f$ on $X$ satisfying $s_{X}=f_{X}$.
By the Lagrange representation of $s$ in (8.9), the pointwise error functional $\varepsilon_{x}: \mathcal{F} \longrightarrow[0, \infty)$ can be written as a linear combination of $\delta$-functionals,

$$
\begin{equation*}
\varepsilon_{x}=\delta_{x}-\sum_{j=1}^{n} \ell_{j}(x) \delta_{x_{j}}=\delta_{x}-\ell(x)^{T} \delta_{X} \in \mathcal{L} \tag{8.29}
\end{equation*}
$$

where $\delta_{X}:=\left(\delta_{x_{1}}, \ldots, \delta_{x_{n}}\right)^{T}$. Moreover, we use the notation

$$
\ell(x)^{T} R(x)=\sum_{j=1}^{n} \ell_{j}(x) K\left(x, x_{j}\right)=\sum_{j=1}^{n} \ell_{j}(x) \delta_{x_{j}}^{y} K(x, y)=\left(\delta_{x}, \ell^{T}(x) \delta_{X}\right)_{K}
$$

The pointwise error $\varepsilon_{x}(f)$ in (8.28) is bounded above as follows.
Corollary 8.33. For $f \in \mathcal{F}$ and $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, let $s \in \mathcal{S}_{X}$ be the unique interpolant to $f$ on $X$ satisfying $s_{X}=f_{X}$. Then, for the pointwise error $\varepsilon_{x}(f)$ in (8.28) the estimate

$$
\begin{equation*}
\left|\varepsilon_{x}(f)\right| \leq\left\|\varepsilon_{x}\right\|_{K} \cdot\|f\|_{K} \tag{8.30}
\end{equation*}
$$

holds, where the norm $\left\|\varepsilon_{x}\right\|_{K}$ of the error functional can be written as

$$
\begin{equation*}
\left\|\varepsilon_{x}\right\|_{K}^{2}=1-\ell(x)^{T} A_{K, X} \ell(x)=1-\|\ell(x)\|_{A_{K, X}}^{2} \tag{8.31}
\end{equation*}
$$

by using the positive definite matrix $A_{K, X}$ in (8.6), so that

$$
\begin{equation*}
0 \leq\left\|\varepsilon_{x}\right\|_{K} \leq 1 \quad \text { for all } x \in \mathbb{R}^{d} \tag{8.32}
\end{equation*}
$$

The error estimate in (8.30) is sharp, where equality holds for the function

$$
\begin{equation*}
f_{x}=\varepsilon_{x}^{y} K(\cdot, y) \in \mathcal{F} . \tag{8.33}
\end{equation*}
$$

Proof. By the Madych-Nelson theorem, Theorem 8.24, we have

$$
\begin{equation*}
\varepsilon_{x}(f)=\left(\varepsilon_{x}^{y} K(\cdot, y), f\right)_{K} \quad \text { for all } f \in \mathcal{F} \tag{8.34}
\end{equation*}
$$

so that (8.30) follows directly from (8.34) and the Cauchy-Schwarz inequality.
We compute the norm of the error functional $\varepsilon_{x}$ in (8.29) by

$$
\begin{aligned}
\left\|\varepsilon_{x}\right\|_{K}^{2} & =\left(\varepsilon_{x}, \varepsilon_{x}\right)_{K}=\left(\delta_{x}-\ell(x)^{T} \delta_{X}, \delta_{x}-\ell(x)^{T} \delta_{X}\right)_{K} \\
& =1-2 \ell(x)^{T} R(x)+\ell(x)^{T} A_{K, X} \ell(x)=1-\ell(x)^{T} A_{K, X} \ell(x),
\end{aligned}
$$

(cf. Example 8.13), where we use the representation in (8.8). The upper bound for $\left\|\varepsilon_{x}\right\|_{K}$ in (8.32) follows from the positive definiteness of $A_{K, X}$.

Finally, for the function $f_{x}$ in (8.33) equality holds in (8.30), since we get

$$
\left|\varepsilon_{x}\left(f_{x}\right)\right|=\left|\left(\varepsilon_{x}^{y} K(\cdot, y), f_{x}\right)_{K}\right|=\left(f_{x}, f_{x}\right)_{K}=\left(\varepsilon_{x}, \varepsilon_{x}\right)_{K}=\left\|\varepsilon_{x}\right\|_{K} \cdot\left\|f_{x}\right\|_{K}
$$

from the Madych-Nelson theorem, and so the estimate in (8.30) is sharp.
Finally, we show the pointwise optimality of the interpolation method. To this end, we regard quasi-interpolants of the form

$$
s_{\ell}=\ell^{T} f_{X}=\sum_{j=1}^{n} \ell_{j} f\left(x_{j}\right) \quad \text { for } \ell=\left(\ell_{1}, \ldots, \ell_{n}\right)^{T} \in \mathbb{R}^{n}
$$

along with their associated pointwise error functionals

$$
\begin{equation*}
\varepsilon_{x}^{(\ell)}=\delta_{x}-\sum_{j=1}^{n} \ell_{j} \delta_{x_{j}}=\delta_{x}-\ell^{T} \delta_{X} \in \mathcal{L} \quad \text { for } x \in \mathbb{R}^{d} \tag{8.35}
\end{equation*}
$$

For the norm $\left\|\varepsilon_{x}^{(\ell)}\right\|_{K}$ we have, like in (8.31), the representation

$$
\left\|\varepsilon_{x}^{(\ell)}\right\|_{K}^{2}=1-2 \ell^{T} R(x)+\ell^{T} A_{K, X} \ell .
$$

Now let us minimize the norm $\left\|\varepsilon_{x}^{(\ell)}\right\|_{K}$ under variation of the coefficients $\ell \in \mathbb{R}^{n}$. This leads us directly to the unconstrained optimization problem

$$
\begin{equation*}
\left\|\varepsilon_{x}^{(\ell)}\right\|_{K}^{2}=1-2 \ell^{T} R(x)+\ell^{T} A_{K, X} \ell \longrightarrow \min _{\ell \in \mathbb{R}^{n}}! \tag{8.36}
\end{equation*}
$$

whose unique solution is the solution to the linear system $A_{K, X} \ell=R(x)$. But this already implies the pointwise optimality, that we state as follows.
Corollary 8.34. Let $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$ and $x \in \mathbb{R}^{d}$. Then, the pointwise error functional $\varepsilon_{x}$ in (8.29) is norm-minimal among all error functionals of the form (8.35), where

$$
\left\|\varepsilon_{x}\right\|_{K}<\left\|\varepsilon_{x}^{(\ell)}\right\|_{K} \quad \text { for all } \ell \in \mathbb{R}^{n} \text { with } A_{K, X} \ell \neq R(x)
$$

i.e., $\varepsilon_{x}$ is the unique solution to the optimization problem (8.36).

### 8.4 Orthonormal Systems, Convergence, and Updates

In this section, we discuss important numerical aspects of the interpolation method. First, we construct countable systems $\left\{u_{j}\right\}_{j \in \mathbb{N}} \subset \mathcal{S}$ of orthonormal bases in $\mathcal{S} \subset \mathcal{F}$, in short, orthonormal systems. On this occasion, we recall our discussion in Sections 4.2 and 6.2, where we have already explained important advantages of orthonormal systems. In particular, orthonormal systems and their associated orthogonal projection operators $\Pi: \mathcal{F} \longrightarrow \mathcal{S}$ lead us to efficient and numerically stable approximation methods.

### 8.4.1 Construction of Orthonormal Systems

Our following construction of orthonormal systems in $\mathcal{S} \subset \mathcal{F}$ relies on a familiar result from linear algebra, the spectral theorem for symmetric matrices.
Proposition 8.35. For $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, let

$$
A_{K, X}=Q^{T} D Q
$$

be the eigendecomposition of the symmetric positive definite kernel matrix $A_{K, X} \in \mathbb{R}^{n \times n}$ in (8.6), with an orthogonal factor $Q \in \mathbb{R}^{n \times n}$ and a diagonal matrix $D=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in \mathbb{R}^{n \times n}$, whose elements $\sigma_{1} \geq \ldots \geq \sigma_{n}>0$ are the positive eigenvalues of $A_{K, X}$. Then, the functions

$$
\begin{equation*}
u_{j}(x)=e_{j}^{T} D^{-1 / 2} Q \cdot R(x) \quad \text { for } 1 \leq j \leq n \tag{8.37}
\end{equation*}
$$

form an orthonormal basis of $\mathcal{S}_{X}$, where $D^{-1 / 2}=\operatorname{diag}\left(\sigma_{1}^{-1 / 2}, \ldots, \sigma_{n}^{-1 / 2}\right)$.
Proof. By the representation in (8.37), for $R(x)=\left(K\left(x, x_{j}\right)\right)_{1 \leq j \leq n} \in \mathbb{R}^{n}$, any $u_{j}$ is being expressed as a linear combination of the basis functions $\left\{K\left(\cdot, x_{j}\right)\right\}_{j=1}^{n} \subset \mathcal{S}_{X}$, and so $u_{j} \in \mathcal{S}_{X}$. By Proposition 8.14, we obtain the orthonormality relation

$$
\left(u_{j}, u_{k}\right)_{K}=e_{j}^{T} D^{-1 / 2} Q A_{K, X} Q^{T} D^{-1 / 2} e_{k}=\left\langle e_{j}, e_{k}\right\rangle=\delta_{j k}
$$

for all $1 \leq j, k \leq n$.
Now we develop for $s, \tilde{s} \in \mathcal{S}_{X}$ useful representations of their inner products $(s, \tilde{s})_{K}$ and norms $\|s\|_{K}$. To this end, we work with the inner product

$$
\langle c, d\rangle_{A_{K, X}^{-1}}=c^{T} A_{K, X}^{-1} d \quad \text { for } c, d \in \mathbb{R}^{n}
$$

which is generated by the positive definite inverse $A_{K, X}^{-1}$ of $A_{K, X}$.
Proposition 8.36. For $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, we have the representations

$$
\begin{align*}
(s, \tilde{s})_{K} & =\left\langle s_{X}, \tilde{s}_{X}\right\rangle_{A_{K, X}^{-1}}  \tag{8.38}\\
\|s\|_{K} & =\left\|s_{X}\right\|_{A_{K, X}^{-1}} \tag{8.39}
\end{align*}
$$

for all $s, \tilde{s} \in \mathcal{S}_{X}$.
Proof. For $s, \tilde{s} \in \mathcal{S}_{X}$ we have the Lagrange representations

$$
s(x)=\left\langle s_{X}, \ell(x)\right\rangle=\sum_{j=1}^{n} s\left(x_{j}\right) \ell_{j}(x) \text { and } \tilde{s}(x)=\left\langle\tilde{s}_{X}, \ell(x)\right\rangle=\sum_{k=1}^{n} \tilde{s}\left(x_{k}\right) \ell_{k}(x)
$$

according to (8.9) in Proposition 8.4. From this and Proposition 8.16, we get

$$
(s, \tilde{s})_{K}=\sum_{j, k=1}^{n} s\left(x_{j}\right) \tilde{s}\left(x_{k}\right)\left(\ell_{j}, \ell_{k}\right)_{K}=\sum_{j, k=1}^{n} s\left(x_{j}\right) \tilde{s}\left(x_{k}\right) a_{j k}^{-1}=\left\langle s_{X}, \tilde{s}_{X}\right\rangle_{A_{K, X}^{-1}},
$$

and so (8.38) holds. For $s=\tilde{s}$ in (8.38), we have (8.39).

### 8.4.2 On the Convergence of the Interpolation Method

In this section, we develop rather elementary convergence results for the proposed kernel-based interpolation method. We use the following notations. By $X$ we denote a finite set of pairwise distinct interpolation points, where we further assume that $X$ is contained in a compact domain $\Omega \subset \mathbb{R}^{d}$, i.e., $X \subset \Omega$. Moreover, we denote by $s_{f, X} \in \mathcal{S}_{X}$ the unique interpolant to $f: \Omega \longrightarrow \mathbb{R}$ on $X$, where we assume that the function $f$ is contained in the linear subspace

$$
\mathcal{F}_{\Omega}:=\overline{\operatorname{span}\{K(\cdot, y) \mid y \in \Omega\}} \subset \mathcal{F}
$$

i.e., $f \in \mathcal{F}_{\Omega}$. Finally,

$$
\begin{equation*}
h_{X, \Omega}:=\sup _{y \in \Omega} \min _{x \in X}\|y-x\|_{2} \tag{8.40}
\end{equation*}
$$

is the fill distance of the interpolation points $X$ in the compact set $\Omega$.
In the following discussion, we analyze for a nested sequence

$$
\begin{equation*}
X_{1} \subset X_{2} \subset X_{3} \subset \ldots \subset X_{n} \subset \ldots \subset \Omega \tag{8.41}
\end{equation*}
$$

of (finite) point sets $X_{n} \subset \Omega$, for $n \in \mathbb{N}$, the asymptotic behaviour of the minimal distances

$$
\begin{equation*}
\eta_{K}\left(f, \mathcal{S}_{X_{n}}\right):=\left\|s_{f, X_{n}}-f\right\|_{K}=\inf _{s \in \mathcal{S}_{X_{n}}}\|s-f\|_{K} \quad \text { for } f \in \mathcal{F}_{\Omega} \tag{8.42}
\end{equation*}
$$

for $n \rightarrow \infty$. Moreover, we work with the (reasonable) assumption

$$
\begin{equation*}
h_{X_{n}, \Omega} \searrow 0 \quad \text { for } n \rightarrow \infty \tag{8.43}
\end{equation*}
$$

concerning the asymptotic geometric distribution of the interpolation points $X_{n}$. Under this assumption, we already obtain our first convergence result.

Theorem 8.37. Let $\left(X_{n}\right)_{n \in \mathbb{N}} \subset \Omega$ be a nested sequence of interpolation points, as in (8.41). Moreover, suppose that the associated fill distances $h_{X_{n}, \Omega}$ have asymptotic decay $h_{X_{n}, \Omega} \searrow 0$, as in (8.43). Then, we have, for any $f \in \mathcal{F}_{\Omega}$, the convergence

$$
\eta_{K}\left(f, \mathcal{S}_{X_{n}}\right)=\left\|s_{f, X_{n}}-f\right\|_{K} \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

Proof. Suppose $y \in \Omega$. Then, according to our assumption in (8.43) there is a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset \Omega$ of interpolation points $x_{n} \in X_{n}$ satisfying

$$
\left\|y-x_{n}\right\|_{2} \leq h_{X_{n}, \Omega} \longrightarrow 0 \quad \text { for } n \rightarrow \infty
$$

Moreover, we have

$$
\eta_{K}^{2}\left(K(\cdot, y), \mathcal{S}_{X_{n}}\right) \leq\left\|K\left(\cdot, x_{n}\right)-K(\cdot, y)\right\|_{K}^{2}=2-2 K\left(y, x_{n}\right) \longrightarrow 0
$$

for $n \rightarrow \infty$, due to the continuity of $K$ and the normalization $K(w, w)=1$.

Now for $Y=\left\{y_{1}, \ldots, y_{N}\right\} \subset \Omega$ and $c=\left(c_{1}, \ldots, c_{N}\right)^{T} \in \mathbb{R}^{N}$ we consider the function

$$
f_{c, Y}=\sum_{j=1}^{N} c_{j} K\left(\cdot, y_{j}\right) \in \mathcal{S}_{Y} \subset \mathcal{F}_{\Omega}
$$

For any $y_{j} \in Y, 1 \leq j \leq N$, we take a sequence $\left(x_{n}^{(j)}\right)_{n \in \mathbb{N}} \subset \Omega$ of interpolation points $x_{n}^{(j)} \in X_{n}$ satisfying $\left\|y_{j}-x_{n}^{(j)}\right\|_{2} \leq h_{X_{n}, \Omega}$. Moreover, we consider the functions

$$
s_{c, n}=\sum_{j=1}^{N} c_{j} K\left(\cdot, x_{n}^{(j)}\right) \in \mathcal{S}_{X_{n}} \quad \text { for } n \in \mathbb{N}
$$

Then, we have

$$
\begin{aligned}
\eta_{K}\left(f_{c, Y}, \mathcal{S}_{X_{n}}\right) & \leq\left\|s_{c, n}-f_{c, Y}\right\|_{K}=\left\|\sum_{j=1}^{N} c_{j}\left(K\left(\cdot, x_{n}^{(j)}\right)-K\left(\cdot, y_{j}\right)\right)\right\|_{K} \\
& \leq \sum_{j=1}^{N}\left|c_{j}\right| \cdot\left\|K\left(\cdot, x_{n}^{(j)}\right)-K\left(\cdot, y_{j}\right)\right\|_{K} \longrightarrow 0 \quad \text { for } n \rightarrow \infty
\end{aligned}
$$

This proves the convergence for the dense subset

$$
\mathcal{S}_{\Omega}:=\left\{f_{c, Y} \in \mathcal{S}_{Y}| | Y \mid<\infty\right\} \subset \mathcal{F}_{\Omega} .
$$

By continuous extension, we finally obtain the stated convergence on $\mathcal{F}_{\Omega}$.
We remark that the proven convergence in Theorem 8.37 can be arbitrarily slow. Indeed, for any monotonically decreasing zero sequence $\left(\eta_{n}\right)_{n \in \mathbb{N}}$ of nonnegative real numbers, i.e., $\eta_{n} \searrow 0$ for $n \rightarrow \infty$, there is a nested sequence of point sets $\left(X_{n}\right)_{n \in \mathbb{N}} \subset \Omega$, as in (8.41), and a function $f \in \mathcal{F}_{\Omega}$ satisfying

$$
\eta_{K}\left(f, \mathcal{S}_{X_{n}}\right) \geq \eta_{n} \quad \text { for all } n \in \mathbb{N}
$$

For the proof of this statement, we refer to Exercise 8.64.
Nevertheless, we can prove convergence rates for norms that are weaker than the native space norm $\|\cdot\|_{K}$. To make a prototypical case, we restrict ourselves to the maximum norm $\|\cdot\|_{\infty}$ (cf. Exercise 8.62). On this occasion, recall that any function $f \in \mathcal{F}$ is continuous, according to Corollary 8.27. In particular, we have $\mathcal{F}_{\Omega} \subset \mathscr{C}(\Omega)$, and so $\|\cdot\|_{\infty}$ is well-defined on $\mathcal{F}_{\Omega}$.

For our next convergence result we require the following lemma.
Lemma 8.38. Let $K(x, y)=\Phi(x-y)$ be positive definite, $K \in \mathbf{P D}_{d}$, where $\Phi: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ is even and Lipschitz continuous with Lipschitz constant $L>0$. Then, we have, for any $f \in \mathcal{F}_{\Omega}$, the estimate

$$
|f(x)-f(y)|^{2} \leq 2 L\|x-y\|_{2} \cdot\|f\|_{K}^{2} \quad \text { for all } x, y \in \Omega
$$

Proof. Suppose $f \in \mathcal{F}_{\Omega}$ satisfies $\|f\|_{K}=1$ (without loss of generality). Then,

$$
\begin{aligned}
|f(x)-f(y)|^{2} & =\left|(f, \Phi(\cdot-x)-\Phi(\cdot-y))_{K}\right|^{2} \leq\|\Phi(\cdot-x)-\Phi(\cdot-y)\|_{K}^{2} \\
& =2 \Phi(0)-2 \Phi(x-y) \leq 2 L\|x-y\|_{2}
\end{aligned}
$$

where we use the reproduction property of $K$ in $\mathcal{F}_{\Omega}$.
Lemma 8.38 immediately implies the following error estimate.
Theorem 8.39. Let $K(x, y)=\Phi(x-y)$ be positive definite, $K \in \mathbf{P D}_{d}$, where $\Phi: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ is even and Lipschitz continuous with Lipschitz constant $L>0$. Moreover, let $X \subset \Omega$ be a finite subset of $\Omega \subset \mathbb{R}^{d}$. Then, we have, for any $f \in \mathcal{F}_{\Omega}$, the error estimate

$$
\left\|s_{f, X}-f\right\|_{\infty} \leq \sqrt{2 L h_{X, \Omega}} \cdot\|f\|_{K}
$$

Proof. Suppose $y \in \Omega$. Then, there is some $x \in X$ satisfying $\|y-x\|_{2} \leq h_{X, \Omega}$. Then, from Lemma 8.38, and by $\left(s_{f, X}-f\right)(x)=0$, we can conclude

$$
\left|\left(s_{f, X}-f\right)(y)\right|^{2} \leq 2 L h_{X, \Omega} \cdot\|f\|_{K}^{2} \quad \text { for all } y \in \Omega,
$$

where we use the estimate $\left\|s_{f, X}-f\right\|_{K} \leq\|f\|_{K}$.
From Theorem 8.39 we finally obtain our next convergence result.
Corollary 8.40. Let $K(x, y)=\Phi(x-y)$ be positive definite, $K \in \mathbf{P D}_{d}$, where $\Phi: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ is even and Lipschitz continuous with Lipschitz constant $L>0$. Moreover, let $\left(X_{n}\right)_{n \in \mathbb{N}} \subset \Omega$ be a nested point set of interpolation points, as in (8.41). Finally, assume for the associated fill distances $h_{X_{n}, \Omega}$ the asymptotic decay $h_{X_{n}, \Omega} \searrow 0$, as in (8.43). Then, we have, for any $f \in \mathcal{F}_{\Omega}$, the uniform convergence

$$
\left\|s_{f, X_{n}}-f\right\|_{\infty}=\mathcal{O}\left(h_{X_{n}, \Omega}^{1 / 2}\right) \quad \text { for } n \rightarrow \infty
$$

at convergence rate $1 / 2$.
We remark that we can, under more restrictive assumptions on $\Phi \in \mathbf{P D}_{d}$, prove convergence rates that are even higher than those in Corollary 8.40. For a prototypical case, we refer to Exercise 8.66.

### 8.4.3 Update Strategies

Now we develop update strategies for the proposed interpolation method. To further explain this task, let us regard a set $X_{n}=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$ of $n \in \mathbb{N}$ pairwise distinct points. In this case, one update step is initiated by adding a new point $x_{n+1} \in \mathbb{R}^{d} \backslash X_{n}$ to $X_{n}$. Typically, the insertion of $x_{n+1}$ is motivated by the purpose to improve the quality of the approximation to
$f \in \mathcal{F}$ (according to our discussion in Section 8.4.2). When adding a new point $x_{n+1}$, this leads by

$$
\begin{equation*}
X_{n+1}:=X_{n} \cup\left\{x_{n+1}\right\} \quad \text { for } n \in \mathbb{N} \tag{8.44}
\end{equation*}
$$

to an updated set of interpolation points $X_{n+1}$. Note that the update of $X_{n}$ in (8.44) yields one additional interpolation condition

$$
s\left(x_{n+1}\right)=f\left(x_{n+1}\right)
$$

in Problem 8.1, and so this requires an update for the interpolation method.
But we essentially wish to use the data of the interpolant $s_{n} \in \mathcal{S}_{X_{n}}$ of $f$ on $X_{n}, s_{X_{n}}=f_{X_{n}}$, to efficiently compute the new data for the interpolant $s_{n+1} \in \mathcal{S}_{X_{n+1}}$ of $f$ on $X_{n+1}, s_{X_{n+1}}=f_{X_{n+1}}$. Any method which performs such an efficient update for the relevant data is called an update strategy.

By iteration on the update step, we obtain, starting with an initial point set $X_{1}=\left\{x_{1}\right\}$, for some $x_{1} \in \mathbb{R}^{d}$, a nested sequence

$$
\begin{equation*}
X_{1} \subset X_{2} \subset X_{3} \subset \ldots \subset X_{n} \subset \mathbb{R}^{d} \tag{8.45}
\end{equation*}
$$

of subsets $X_{k}$, containing $\left|X_{k}\right|=k$ interpolation points each. Moreover, two subsequent point sets $X_{k} \subset X_{k+1}$ differ only about the point $x_{k+1}$, so that

$$
\left\{x_{k+1}\right\}=X_{k+1} \backslash X_{k} \quad \text { for } 1 \leq k \leq n-1
$$

Now we discuss the performance of selected update strategies. We begin with updates on the Lagrange bases. On this occasion, we introduce another orthonormal system for $\mathcal{S} \subset \mathcal{F}$.
Theorem 8.41. Let $\left(X_{m}\right)_{m=1}^{n}$ be a nested sequence of point sets of the form (8.45). Moreover, let $\ell^{(m)}=\left\{\ell_{1}^{(m)}, \ldots, \ell_{m}^{(m)}\right\} \subset \mathcal{S}_{X_{m}}$ be their corresponding Lagrange bases, for $1 \leq m \leq n$, satisfying

$$
\ell_{j}^{(m)}\left(x_{k}\right)=\delta_{j k} \quad \text { for } 1 \leq j, k \leq m
$$

Then, the sequence

$$
\ell_{1}^{(1)}, \ldots, \ell_{n}^{(n)}
$$

of the leading Lagrange basis functions forms an orthogonal system in $\mathcal{S}_{X_{n}}$, where

$$
\left(\ell_{j}^{(j)}, \ell_{k}^{(k)}\right)_{K}=\delta_{j k} \cdot a_{k k}^{-1} \quad \text { for } 1 \leq j, k \leq n
$$

with the diagonal entries $a_{k k}^{-1}$ of the inverse $A_{K, X_{k}}^{-1}$ of $A_{K, X_{k}}, 1 \leq k \leq n$.
Proof. We distinguish two cases.
Case 1: For $j=k$ the statement follows from Proposition 8.16.
Case 2: Suppose $j \neq k$.
Assuming $j<k$ (without loss of generality), we have

$$
\ell_{k}^{(k)}\left(x_{j}\right)=0 \quad \text { for all } x_{j} \in X_{j} \subset X_{k}
$$

i.e., $\ell_{k}^{(k)} \perp \mathcal{S}_{X_{j}}$. In particular, $\left(\ell_{k}^{(k)}, \ell_{j}^{(j)}\right)_{K}=0$.

Next, we develop update strategies for the Cholesky ${ }^{5}$ decomposition of the symmetric positive definite interpolation matrix $A_{K, X}$ in (8.6). To this end, we describe one update step, starting with $X_{n}=\left\{x_{1}, \ldots, x_{n}\right\}$. In the following discussion, it is convenient to use the abbreviation $A_{n}:=A_{K, X_{n}}$.

Now our aim is to efficiently compute the coefficients

$$
c^{(n+1)}=\left(c_{1}^{(n+1)}, \ldots, c_{n+1}^{(n+1)}\right)^{T} \in \mathbb{R}^{n+1}
$$

of the interpolant

$$
s_{n+1}=\sum_{j=1}^{n+1} c_{j}^{(n+1)} K\left(\cdot, x_{j}\right) \in \mathcal{S}_{X_{n+1}}
$$

to $f$ on $X_{n+1}$ via the solution to the linear system

$$
A_{n+1} c^{(n+1)}=f_{X_{n+1}}
$$

from the coefficients $c^{(n)} \in \mathbb{R}^{n}$ of the previous interpolant $s_{n} \in \mathcal{S}_{X_{n}}$ to $f$ on $X_{n}$. On this occasion, we recall the Cholesky decomposition for symmetric positive definite matrices, which should be familiar from numerical mathematics (see e.g. [57, Theorem 3.6]). But let us first introduce lower unitriangular matrices.

Definition 8.42. $A$ lower unitriangular matrix $L \in \mathbb{R}^{n \times n}$ has the form

$$
L=\left[\begin{array}{ccccc}
1 & & & & \\
l_{21} & 1 & & & \\
l_{31} & l_{32} & 1 & & \\
\vdots & & \ddots & \ddots & \\
l_{n 1} & \cdots & \cdots & l_{n, n-1} & 1
\end{array}\right]
$$

i.e., we have $l_{j j}=1$ for the diagonal entries of $L, 1 \leq j \leq n$, and vanishing entries above the diagonal, i.e., $l_{j k}=0$ for all $1 \leq j<k \leq n$.

Theorem 8.43. Every symmetric positive definite matrix $A$ has a unique factorization of the form

$$
\begin{equation*}
A=L D L^{T} \tag{8.46}
\end{equation*}
$$

with a lower unitriangular matrix $L$ and a diagonal $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ with positive diagonal entries $d_{1}, \ldots, d_{n}>0$.

For a diagonal matrix $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ with positive diagonal entries, we let $D^{1 / 2}:=\operatorname{diag}\left(\sqrt{d_{1}}, \ldots, \sqrt{d_{n}}\right)$, so that $D^{1 / 2} \cdot D^{1 / 2}=D$. Now we can introduce the Cholesky decomposition.

[^52]Definition 8.44. For a symmetric positive definite matrix $A$ in (8.46), the unique factorization

$$
A=\bar{L} \bar{L}^{T}
$$

with factor $\bar{L}:=L \cdot D^{1 / 2}$, is called the Cholesky decomposition of $A$.
Now we can describe the Cholesky update. We start with the Cholesky decomposition

$$
\begin{equation*}
A_{n}=\bar{L}_{n} \bar{L}_{n}^{T} \tag{8.47}
\end{equation*}
$$

of $A_{n}=A_{K, X_{n}}$. When adding one interpolation point $x_{n+1} \in \mathbb{R}^{d} \backslash X_{n}$ to $X_{n}$, we wish to determine the Cholesky decomposition of $A_{n+1}:=A_{K, X_{n+1}}$ for the interpolation points $X_{n+1}=X_{n} \cup\left\{x_{n+1}\right\}$. To this end, we can use the Cholesky decomposition of $A_{n}$ in (8.47). In the following discussion, we let $\bar{L}_{n}:=L_{n} \cdot D_{n}^{1 / 2}$ for $n \in \mathbb{N}$.

Theorem 8.45. For $X_{n}=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, let $A_{n}=A_{K, X_{n}}$ be the interpolation matrix in (8.6), whose Cholesky decomposition is as in (8.47). Then, for $A_{n+1}=A_{K, X_{n+1}}, X_{n+1}=X_{n} \cup\left\{x_{n+1}\right\}$, the Cholesky decomposition

$$
\begin{equation*}
A_{n+1}=\bar{L}_{n+1} \bar{L}_{n+1}^{T} \tag{8.48}
\end{equation*}
$$

is given by the Cholesky factor

$$
\bar{L}_{n+1}=\left[\begin{array}{c|c}
\bar{L}_{n} & 0  \tag{8.49}\\
\hline S_{n}^{T} D_{n}^{-1 / 2}\left(1-S_{n}^{T} D_{n}^{-1} S_{n}\right)^{1 / 2}
\end{array}\right] \in \mathbb{R}^{(n+1) \times(n+1)},
$$

where $S_{n} \in \mathbb{R}^{n}$ is the unique solution of the triangular system $L_{n} S_{n}=R_{n}$, for $R_{n}:=R\left(x_{n+1}\right)=\left(K\left(x_{1}, x_{n+1}\right), \ldots, K\left(x_{n}, x_{n+1}\right)\right)^{T} \in \mathbb{R}^{n}$.

Proof. The matrix $A_{n+1}$ has the form

$$
A_{n+1}=\left[\begin{array}{cc}
A_{n} & R_{n} \\
R_{n}^{T} & 1
\end{array}\right]
$$

and, moreover, the decomposition

$$
A_{n+1}=\left[\begin{array}{c|c}
L_{n} & 0  \tag{8.50}\\
\hline S_{n}^{T} D_{n}^{-1} 1
\end{array}\right] \cdot\left[\begin{array}{c|c}
D_{n} & 0 \\
\hline 0 & 1-S_{n}^{T} D_{n}^{-1} S_{n}
\end{array}\right] \cdot\left[\begin{array}{c|c}
L_{n}^{T} & D_{n}^{-1} S_{n} \\
\hline 0 & 1
\end{array}\right]
$$

holds, as we can verify directly by multiplying the factors.
Now note that the three matrix factors on the right hand side in (8.50) have the required form of the unique decomposition $A_{n+1}=L_{n+1} D_{n+1} L_{n+1}^{T}$ for $A_{n+1}$, according to Theorem 8.43. Therefore, we have in particular

$$
L_{n+1}=\left[\begin{array}{c|c}
L_{n} & 0 \\
\hline S_{n}^{T} D_{n}^{-1} & 1
\end{array}\right] \in \mathbb{R}^{(n+1) \times(n+1)}
$$

and $D_{n+1}=\operatorname{diag}\left(d_{1}, \ldots, d_{n}, 1-S_{n}^{T} D_{n}^{-1} S_{n}\right) \in \mathbb{R}^{(n+1) \times(n+1)}$.
But this immediately yields the Cholesky decomposition in (8.48) with the Cholesky factor $\bar{L}_{n+1}=L_{n+1} \cdot D_{n+1}^{1 / 2}$, for which we can verify the stated form in (8.49) by multiplying the factors.

Now let us discuss the computational complexity of the Cholesky update. Essentially, we need to determine the vector $S_{n}$ in (8.49), which can be computed by forward substitution as the solution of the triangular system in $\mathcal{O}\left(n^{2}\right)$ steps. This allows us to compute the required entries in the last row of the Cholesky factor $\bar{L}_{n+1}$ in (8.49) in $\mathcal{O}(n)$ steps. Altogether, we only require at most $\mathcal{O}\left(n^{2}\right)$ steps for the Cholesky update. In contrast, a complete Cholesky decomposition of $A_{n+1}$ without using the Cholesky factor $\bar{L}_{n}$ of $A_{n}$ costs $\mathcal{O}\left(n^{3}\right)$ floating point operations (flops).

We compute the coefficients $c^{(n+1)}=\left(c_{1}^{(n+1)}, \ldots, c^{(n+1)}\right)^{T} \in \mathbb{R}^{n+1}$ of the interpolant

$$
s_{n+1}=\sum_{j=1}^{n+1} c_{j}^{(n+1)} K\left(\cdot, x_{j}\right) \in \mathcal{S}_{X_{n+1}}
$$

to $f$ on $X_{n+1}$ via the solution of the linear equation system

$$
\begin{equation*}
A_{n+1} c^{(n+1)}=f_{X_{n+1}} \tag{8.51}
\end{equation*}
$$

efficiently as follows. To this end, we assume the coefficients $c^{(n)} \in \mathbb{R}^{n}$ of the previous interpolant $s_{n} \in \mathcal{S}_{X_{n}}$ to $f$ on $X_{n}$ to be known. Moreover, we employ the Cholesky decomposition $A_{n+1}=\bar{L}_{n+1} \bar{L}_{n+1}^{T}$ of $A_{n+1}$ to compute the solution $c^{(n+1)} \in \mathbb{R}^{n+1}$ of (8.51) in two steps. This is done as follows.
(a) Solve the system $\bar{L}_{n+1} d^{(n+1)}=f_{X_{n+1}}$ by forward substitution.
(b) Solve the system $\bar{L}_{n+1}^{T} c^{(n+1)}=d^{(n+1)}$ by backward substitution.

Computational methods for solving (a) and (b) should be familiar from numerical mathematics. The numerical solution of the triangular systems in (a) and (b) require $\mathcal{O}\left(n^{2}\right)$ flops each. But we can entirely avoid the computational costs in (a). To this end, we take a closer look at the two systems in (a) and (b).

The system in (a), $\bar{L}_{n+1} d^{(n+1)}=f_{X_{n+1}}$, has the form

$$
\left[\begin{array}{c|c}
\bar{L}_{n} & 0 \\
\hline S_{n}^{T} D_{n}^{-1 / 2} & \left(1-S_{n}^{T} D_{n}^{-1} S_{n}\right)^{1 / 2}
\end{array}\right] \cdot\left[\frac{d^{(n)}}{d_{n+1}^{(n+1)}}\right]=\left[\frac{f_{X_{n}}}{f\left(x_{n+1}\right)}\right] .
$$

Note that we have already determined the solution $d^{(n)} \in \mathbb{R}^{n}$ of the triangular system $\bar{L}_{n} d^{(n)}=f_{X_{n}}$ with the computation of the interpolant $s_{n}$, whereby we obtain the last coefficient in $d^{(n+1)}$ by

$$
\begin{equation*}
d_{n+1}^{(n+1)}=\frac{f\left(x_{n+1}\right)-S_{n}^{T} D_{n}^{-1 / 2} d^{(n)}}{\left(1-S_{n}^{T} D_{n}^{-1} S_{n}\right)^{1 / 2}} \tag{8.52}
\end{equation*}
$$

But we can avoid the computation of the entry $d_{n+1}^{(n+1)}$ in (8.52). To see this, we consider the system in (b), $\bar{L}_{n+1}^{T} c^{(n+1)}=d^{(n+1)}$, which has the form

$$
\left[\begin{array}{c|c}
\bar{L}_{n}^{T} & D_{n}^{-1 / 2} S_{n} \\
\hline 0 & \left(1-S_{n}^{T} D_{n}^{-1} S_{n}\right)^{1 / 2}
\end{array}\right] \cdot c^{(n+1)}=\left[\begin{array}{c}
d^{(n)} \\
\hline d_{n+1}^{(n+1)}
\end{array}\right] .
$$

For the last coefficient in $c^{(n+1)}$, we have the representation

$$
c_{n+1}^{(n+1)}=\frac{d_{n+1}^{(n+1)}}{\left(1-S_{n}^{T} D_{n}^{-1} S_{n}\right)^{1 / 2}}=\frac{f\left(x_{n+1}\right)-S_{n}^{T} D_{n}^{-1 / 2} d^{(n)}}{1-S_{n}^{T} D_{n}^{-1} S_{n}} .
$$

For the computation of the remaining $n$ coefficients in $c^{(n+1)}$, we apply backward substitution. But in this case, the entry $d_{n+1}^{(n+1)}$ in (8.52) is not needed. Therefore, we require for the substitution in (a) no computational costs at all, while the backward substitution in (b) costs altogether $\mathcal{O}\left(n^{2}\right)$ flops.

### 8.5 Stability of the Reconstruction Scheme

In this section, we analyze the numerical stability of the kernel-based interpolation method. To this end, we first prove basic stability results, before we discuss the conditioning of the interpolation problem. The investigations of this section are motivated by the wavelet theory on time-frequency analysis, where the concept of Riesz stability plays an important role.

### 8.5.1 Riesz Bases and Riesz Stability

For the special case of kernel-based interpolation from finite data, we can characterize Riesz bases in a rather straightforward manner: For a finite set $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$ of pairwise distinct interpolation points, the basis functions $\mathcal{B}_{X}=\left\{K\left(\cdot, x_{j}\right)\right\}_{j=1}^{n} \subset \mathcal{S}_{X}$ are (obviously) a Riesz basis of $\mathcal{S}_{X}$, where we have the Riesz stability estimate

$$
\begin{equation*}
\sigma_{\min }\left(A_{K, X}\right)\|c\|_{2}^{2} \leq\left\|\sum_{j=1}^{n} c_{j} K\left(\cdot, x_{j}\right)\right\|_{K}^{2} \leq \sigma_{\max }\left(A_{K, X}\right)\|c\|_{2}^{2} \tag{8.53}
\end{equation*}
$$

for all $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}$, whose Riesz constants are determined by the smallest eigenvalue $\sigma_{\min }\left(A_{K, X}\right)$ and the largest eigenvalue $\sigma_{\max }\left(A_{K, X}\right)$ of $A_{K, X}$. Indeed, according to Proposition 8.14, we have for $G: \mathbb{R}^{n} \longrightarrow \mathcal{S}_{X}$ in (8.21),

$$
G(c)=\sum_{j=1}^{n} c_{j} K\left(\cdot, x_{j}\right)
$$

the representation

$$
\|G(c)\|_{K}^{2}=\|c\|_{A_{K, X}}^{2}=c^{T} A_{K, X} c \quad \text { for all } c \in \mathbb{R}^{n}
$$

Therefore, the stated Riesz stability estimate in (8.53) holds by the Courant ${ }^{6}$ Fischer ${ }^{7}$ theorem, which should be familiar from linear algebra. In fact, according to the Courant-Fischer theorem, the minimal eigenvalue $\sigma_{\min }(A)$ and the maximal eigenvalue $\sigma_{\max }(A)$ of a symmetric matrix $A$ can be represented by the minimal and the maximal Rayleigh ${ }^{8}$ quotient, respectively, i.e.,

$$
\sigma_{\min }(A)=\min _{c \in \mathbb{R}^{n} \backslash\{0\}} \frac{\langle c, A c\rangle}{\langle c, c\rangle} \quad \text { and } \quad \sigma_{\max }(A)=\max _{c \in \mathbb{R}^{n} \backslash\{0\}} \frac{\langle c, A c\rangle}{\langle c, c\rangle} .
$$

By Theorem 6.31, any Riesz basis $\mathcal{B}$ has a unique dual Riesz basis $\tilde{\mathcal{B}}$. Now let us determine the dual Riesz basis of $\mathcal{B}_{X}=\left\{K\left(\cdot, x_{j}\right)\right\}_{j=1}^{n} \subset \mathcal{S}_{X}$. To this end, we rely on the results from Section 6.2.2. By Theorem 6.31, we can identify the Lagrange basis of $\mathcal{S}_{X}$ as dual to $\mathcal{B}_{X}$, i.e., $\tilde{\mathcal{B}}_{X}=\left\{\ell_{1}, \ldots, \ell_{n}\right\} \subset \mathcal{S}_{X}$.

Theorem 8.46. For any point set $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, the Lagrange basis $\tilde{\mathcal{B}}_{X}=\left\{\ell_{j}\right\}_{j=1}^{n}$ is the unique dual Riesz basis of $\mathcal{B}_{X}=\left\{K\left(\cdot, x_{j}\right)\right\}_{j=1}^{n}$. In particular, the orthonormality relation

$$
\begin{equation*}
\left(K\left(\cdot, x_{j}\right), \ell_{k}\right)_{K}=\delta_{j k}, \tag{8.54}
\end{equation*}
$$

holds, for all $1 \leq j, k \leq n$. Moreover, the stability estimates

$$
\begin{equation*}
\sigma_{\max }^{-1}\left(A_{K, X}\right)\left\|f_{X}\right\|_{2}^{2} \leq\left\|\sum_{j=1}^{n} f\left(x_{j}\right) \ell_{j}\right\|_{K}^{2} \leq \sigma_{\min }^{-1}\left(A_{K, X}\right)\left\|f_{X}\right\|_{2}^{2} \tag{8.55}
\end{equation*}
$$

hold, for all $f_{X} \in \mathbb{R}^{n}$, and, we have

$$
\begin{equation*}
\sigma_{\min }\left(A_{K, X}\right)\|s\|_{K}^{2} \leq\left\|s_{X}\right\|_{2}^{2} \leq \sigma_{\max }\left(A_{K, X}\right)\|s\|_{K}^{2} \tag{8.56}
\end{equation*}
$$

for all $s \in \mathcal{S}_{X}$.
Proof. The orthonormality relation in (8.54) follows from the reproduction property of the kernel $K$, whereby

$$
\left(K\left(\cdot, x_{j}\right), \ell_{k}\right)_{K}=\ell_{k}\left(x_{j}\right)=\delta_{j k} \quad \text { for all } 1 \leq j, k \leq n
$$

Due to Theorem 6.31, the Lagrange basis $\tilde{\mathcal{B}}_{X}=\left\{\ell_{j}\right\}_{j=1}^{n} \subset \mathcal{S}_{X}$ is the uniquely determined dual Riesz basis of $\mathcal{B}_{X}=\left\{K\left(\cdot, x_{j}\right)\right\}_{j=1}^{n} \subset \mathcal{S}_{X}$.

Moreover, by Proposition 8.36, the representation

$$
\left\|\sum_{j=1}^{n} f\left(x_{j}\right) \ell_{j}\right\|_{K}^{2}=\left\|f_{X}\right\|_{A_{K, X}^{-1}}^{2}=f_{X}^{T} A_{K, X}^{-1} f_{X} \quad \text { for all } f_{X} \in \mathbb{R}^{n}
$$

[^53]holds. According to the Courant-Fischer theorem, the Rayleigh estimates
$$
\sigma_{\min }\left(A_{K, X}^{-1}\right)\left\|f_{X}\right\|_{2}^{2} \leq f_{X}^{T} A_{K, X}^{-1} f_{X} \leq \sigma_{\max }\left(A_{K, X}^{-1}\right)\left\|f_{X}\right\|_{2}^{2}
$$
hold for all $f_{X} \in \mathbb{R}^{n}$. This implies the stability estimate in (8.55), where
$$
\sigma_{\max }^{-1}\left(A_{K, X}\right)=\sigma_{\min }\left(A_{K, X}^{-1}\right) \quad \text { and } \quad \sigma_{\min }^{-1}\left(A_{K, X}\right)=\sigma_{\max }\left(A_{K, X}^{-1}\right)
$$

Letting $f=s \in \mathcal{S}_{X}$ in (8.55), we finally get

$$
\sigma_{\max }^{-1}\left(A_{K, X}\right)\left\|s_{X}\right\|_{2}^{2} \leq\|s\|_{K}^{2}=\left\|\sum_{j=1}^{n} s\left(x_{j}\right) \ell_{j}\right\|_{K}^{2} \leq \sigma_{\min }^{-1}\left(A_{K, X}\right)\left\|s_{X}\right\|_{2}^{2}
$$

for all $s \in \mathcal{S}_{X}$, so that the stated estimates in (8.56) hold.
From the Riesz duality relation between the bases $\mathcal{B}_{X}=\left\{K\left(\cdot, x_{j}\right)\right\}_{j=1}^{n}$ and $\tilde{\mathcal{B}}_{X}=\left\{\ell_{j}\right\}_{j=1}^{n}$, in combination with Theorem 6.31, in particular with (6.22), we can conclude another important result.

Corollary 8.47. For $f \in \mathcal{S}_{X}$, the representations

$$
\begin{equation*}
f=\sum_{j=1}^{n}\left(f, K\left(\cdot, x_{j}\right)\right)_{K} \ell_{j}=\sum_{j=1}^{n}\left(f, \ell_{j}\right)_{K} K\left(\cdot, x_{j}\right) \tag{8.57}
\end{equation*}
$$

hold.
Remark 8.48. We can also verify the representations in (8.57) for

$$
f=\sum_{j=1}^{n} c_{j} K\left(\cdot, x_{j}\right)=\sum_{j=1}^{n} f\left(x_{j}\right) \ell_{j} \in \mathcal{S}_{X}
$$

directly: On the one hand, we get

$$
c_{j}=\left\langle e_{j}, c\right\rangle=e_{j}^{T} A_{K, X}^{-1} f_{X}=f_{X}^{T} A_{K, X}^{-1} e_{j}=\left(f, \ell_{j}\right)_{K}
$$

from Proposition 8.16. On the other hand, we have $\left(f, K\left(\cdot, x_{j}\right)\right)_{K}=f\left(x_{j}\right)$ by the reproduction property of the kenel $K$, for all $1 \leq j \leq n$.

### 8.5.2 Conditioning of the Interpolation Problem

In this section, we analyze the conditioning of the interpolation problem, Problem 8.1. Thereby, we quantify the sensitivity of the interpolation problem with respect to perturbations of the input data. We restrict ourselves to the interpolation problem for continuous functions $f \in \mathscr{C}(\Omega)$ on a fixed compact domain $\Omega \subset \mathbb{R}^{d}$, i.e., we only allow interpolation point sets $X$ in $\Omega, X \subset \Omega$. In practice, this requirement does usually not lead to severe restrictions.

For our subsequent analysis, we equip $\mathscr{C}(\Omega)$ with the maximum norm $\|\cdot\|_{\infty}$. Moreover, for any set of interpolation points $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$, we denote by $I_{X}: \mathscr{C}(\Omega) \longrightarrow \mathcal{S}_{X}$ the interpolation operator for $X$, which assigns every function $f \in \mathscr{C}(\Omega)$ to its unique interpolant $s \in \mathcal{S}_{X}$ satisfying $s_{X}=f_{X}$.

Definition 8.49. For $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$, the condition number of the interpolation problem, Problem 8.1, is the smallest constant $\kappa_{\infty} \equiv \kappa_{\infty, X}$ satisfying

$$
\left\|I_{X} f\right\|_{\infty} \leq \kappa_{\infty} \cdot\|f\|_{\infty} \quad \text { for all } f \in \mathscr{C}(\Omega),
$$

i.e., $\kappa_{\infty}$ is the operator norm $\left\|I_{X}\right\|_{\infty}$ of $I_{X}$ on $\mathscr{C}(\Omega)$ w.r.t. $\|\cdot\|_{\infty}$.

The operator norm $\left\|I_{X}\right\|_{\infty}=\kappa_{\infty}$ can be computed as follows.
Theorem 8.50. For $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$, the norm $\left\|I_{X}\right\|_{\infty}$ of the interpolation operator $I_{X}: \mathscr{C}(\Omega) \longrightarrow \mathcal{S}_{X}$ is given by the Lebesgue constant

$$
\begin{equation*}
\Lambda_{\infty}:=\max _{x \in \Omega} \sum_{j=1}^{n}\left|\ell_{j}(x)\right|=\max _{x \in \Omega}\|\ell(x)\|_{1} \tag{8.58}
\end{equation*}
$$

i.e., $\left\|I_{X}\right\|_{\infty}=\Lambda_{\infty}$.

Proof. For any $f \in \mathscr{C}(\Omega)$, let $s=I_{X}(f) \in \mathcal{S}_{X} \subset \mathscr{C}(\Omega)$ denote the unique interpolant to $f$ on $X$ satisfying $f_{X}=s_{X}$. Using the Lagrange representation of $s$ in (8.9), we obtain the estimate

$$
\left\|I_{X} f\right\|_{\infty}=\|s\|_{\infty} \leq \max _{x \in \Omega} \sum_{j=1}^{n}\left|\ell_{j}(x)\right| \cdot\left|f\left(x_{j}\right)\right| \leq \Lambda_{\infty} \cdot\|f\|_{\infty}
$$

and therefore $\left\|I_{X}\right\|_{\infty} \leq \Lambda_{\infty}$.
In order to see that $\left\|I_{X}\right\|_{\infty} \geq \Lambda_{\infty}$ holds, suppose that the maximum of $\Lambda_{\infty}$ in (8.58) is attained at $x^{*} \in \Omega$. Moreover, let $g \in \mathscr{C}(\Omega)$ be a function with unit norm $\|g\|_{L_{\infty}(\Omega)}=1$, that is satisfying the interpolation conditions $g\left(x_{j}\right)=\operatorname{sgn}\left(\ell_{j}\left(x^{*}\right)\right)$, for all $1 \leq j \leq n$. Then, we have

$$
\left\|I_{X} g\right\|_{\infty} \geq\left(I_{X} g\right)\left(x^{*}\right)=\sum_{j=1}^{n} \ell_{j}\left(x^{*}\right) g\left(x_{j}\right)=\sum_{j=1}^{n}\left|\ell_{j}\left(x^{*}\right)\right|=\Lambda_{\infty}
$$

and so $\left\|I_{X} g\right\|_{\infty} \geq \Lambda_{\infty}$, which implies $\left\|I_{X}\right\|_{\infty} \geq \Lambda_{\infty}$.
Altogether, the stated identity $\left\|I_{X}\right\|_{\infty}=\Lambda_{\infty}$ holds.

We can compute bounds on the Lebesgue constant $\Lambda_{\infty}$ as follows.
Proposition 8.51. For $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \Omega$, we have the estimates

$$
\begin{equation*}
1 \leq \Lambda_{\infty} \leq \sum_{j=1}^{n} \sqrt{a_{j j}^{-1}} \leq n \cdot \sqrt{\sigma_{\max }\left(A_{K, X}^{-1}\right)} \tag{8.59}
\end{equation*}
$$

for the Lebesgue constant $\Lambda_{\infty}$, where $a_{j j}^{-1}>0$ is, for $1 \leq j \leq n$, the $j$-th diagonal entry in the inverse $A_{K, X}^{-1}$ of $A_{K, X}$.

Proof. We first prove the upper bound in (8.59). To this end, we assume that the maximum in (8.58) is attained at $x^{*} \in \Omega$. Then, from Example 8.13 and Proposition 8.16, we get the first upper bound in (8.59) by

$$
\begin{aligned}
\Lambda_{\infty} & =\sum_{j=1}^{n}\left|\ell_{j}\left(x^{*}\right)\right|=\sum_{j=1}^{n}\left|\delta_{x^{*}}\left(\ell_{j}\right)\right| \\
& \leq \sum_{j=1}^{n}\left\|\delta_{x^{*}}\right\|_{K} \cdot\left\|\ell_{j}\right\|_{K}=\sum_{j=1}^{n}\left\|\ell_{j}\right\|_{K}=\sum_{j=1}^{n} \sqrt{a_{j j}^{-1}} .
\end{aligned}
$$

But this immediately implies the second upper bound in (8.59) by

$$
a_{j j}^{-1} \leq \sigma_{\max }\left(A_{K, X}^{-1}\right) \quad \text { for all } 1 \leq j \leq n
$$

The lower bound in (8.59) holds by $\left\|\ell\left(x_{j}\right)\right\|_{1}=1$, for $1 \leq j \leq n$.
We remark that the estimates for $\Lambda_{\infty}$ in (8.59) are only rather rough. Optimal bounds for the spectral condition number of $A_{K, X}$ can be found in the recent work [22] of Diederichs.

### 8.6 Kernel-based Learning Methods

This section is devoted to one particular variant of linear regression. For the description of the basic method, we can directly link with our previous investigations in Sections 2.1 and 2.2. By the introduction of kernel-based learning methods, we provide an alternative method for data fitting by Lagrange interpolation. Kernel-based learning is particularly relevant, if the input data $\left(X, f_{X}\right)$ are very large and decontaminated from noise. In such application scenarios, we wish to reduce, for a suitably chosen linear subspace $\mathcal{R} \subset \mathcal{S}$, the empiric $\ell^{2}$-data error

$$
\begin{equation*}
\eta_{X}(f, s)=\frac{1}{N}\left\|s_{X}-f_{X}\right\|_{2}^{2} \tag{8.60}
\end{equation*}
$$

under variation of $s \in \mathcal{R}$. To this end, we construct an approximation $s^{*}$ to $f, s^{*} \approx f$, which, in addition, satisfies specific smoothness requirements. We measure the smoothness of $s^{*}$ by the native energy functional $J: \mathcal{S} \longrightarrow \mathbb{R}$,

$$
\begin{equation*}
J(s):=\|s\|_{K}^{2} \quad \text { for } s \in \mathcal{S} . \tag{8.61}
\end{equation*}
$$

To make a compromise between the data error in (8.60) and the smoothness in (8.61), we consider in the following of this section the minimization of the cost functional $J_{\alpha}: \mathcal{S} \longrightarrow \mathbb{R}$, defined as

$$
\begin{equation*}
J_{\alpha}(s)=\eta_{X}(f, s)+\alpha J(s) \quad \text { for } \alpha>0 \tag{8.62}
\end{equation*}
$$

The term $\alpha J(s)$ in (8.62) is called the regularization term, which penalizes non-smooth elements $s \in \mathcal{R}$, that are admissible for the optimization problem. Moreover, the regularization parameter $\alpha>0$ is used to balance between the data error $\eta_{X}(f, s)$ and the smoothness $J(s)$ of $s$.

Therefore, we can view the approximation method of this section as a regularization method (see Section 2.2). According to the jargon of approximation theory, the proposed method of this section is also referred to as penalized least squares approximation (see, e.g. [30]).

### 8.6.1 Problem Formulation and Characterization of Solutions

To explain the basic approximation problem, let $X=\left\{x_{1}, \ldots, x_{N}\right\} \subset \mathbb{R}^{d}$ be a finite point set. Moreover, suppose that $Y=\left\{y_{1}, \ldots, y_{n}\right\}$ is a subset of $X$, $Y \subset X$, whose size $|Y|=n$ is much smaller than the size $|X|=N$ of $X$, i.e., $n \ll N$. Then, our aim is to reconstruct an unknown function $f \in \mathcal{F}$ from its values $f_{X} \in \mathbb{R}^{N}$ by solving the following unconstrained optimization problem.

Problem 8.52. Let $\alpha \geq 0$. Determine from given data $f_{X}$ and $Y \subset X$, an approximation $s_{\alpha} \in \mathcal{S}_{Y}$ to $f$ satisfying

$$
\begin{equation*}
\frac{1}{N}\left\|\left(f-s_{\alpha}\right)_{X}\right\|_{2}^{2}+\alpha\left\|s_{\alpha}\right\|_{K}^{2}=\min _{s \in \mathcal{S}_{Y}}\left(\frac{1}{N}\left\|(f-s)_{X}\right\|_{2}^{2}+\alpha\|s\|_{K}^{2}\right) \tag{8.63}
\end{equation*}
$$

We denote the optimization problem in (8.63) as $\left(P_{\alpha}\right)$.
Before we discuss the well-posedness of problem $\left(P_{\alpha}\right)$, let us first make a few comments. For $\alpha=0$, the optimization problem $\left(P_{0}\right)$ obviously coincides with the basic problem of linear least squares approximation [7, 41]. For very large values of $\alpha>0$, the smoothness term $\alpha\|s\|_{K}^{2}$ in (8.63) dominates the data error. In fact, we expect that any sequence $\left\{s_{\alpha}\right\}_{\alpha}$ of solutions $s_{\alpha}$ to $\left(P_{\alpha}\right)$ converges for $\alpha \rightarrow \infty$ to zero, which is the unique minimum of $J(s)$ on $\mathcal{S}_{Y}$.

Now we show that the optimization problem $\left(P_{\alpha}\right)$ has, for any $\alpha>0$, a unique solution. To this end, we choose for the data error the representation

$$
\begin{equation*}
\eta_{X}(f, s)=\frac{1}{N}\left\|f_{X}-A_{X, Y} c\right\|_{2}^{2} \quad \text { for } s \in \mathcal{S}_{Y} \tag{8.64}
\end{equation*}
$$

with

$$
A_{X, Y}=\left(K\left(x_{k}, y_{j}\right)\right)_{1 \leq k \leq N ; 1 \leq j \leq n} \in \mathbb{R}^{N \times n}
$$

and the coefficient vector $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}$ of

$$
\begin{equation*}
s=\sum_{j=1}^{n} c_{j} K\left(\cdot, y_{j}\right) \in \mathcal{S}_{Y} \tag{8.65}
\end{equation*}
$$

Therefore, by using the representation

$$
J(s)=\|s\|_{K}^{2}=c^{T} A_{K, Y} c \quad \text { for } s \in \mathcal{S}
$$

we can express the cost functional $J_{\alpha}: \mathcal{S} \longrightarrow \mathbb{R}$ in (8.63) for $\left(P_{\alpha}\right)$ as

$$
\begin{equation*}
J_{\alpha}(s):=\eta_{X}(f, s)+\alpha J(s)=\frac{1}{N}\left\|f_{X}-A_{X, Y} c\right\|_{2}^{2}+\alpha c^{T} A_{K, Y} c \tag{8.66}
\end{equation*}
$$

Now we prove the existence and uniqueness for the solution of $\left(P_{\alpha}\right)$.
Theorem 8.53. Let $\alpha \geq 0$. Then, the penalized least squares problem $\left(P_{\alpha}\right)$ has a unique solution $s_{\alpha} \in \mathcal{S}_{Y}$ of the form (8.65), where the coefficients $c_{\alpha} \in \mathbb{R}^{n}$ of $s_{\alpha}$ are uniquely determined by the solution of the normal equation

$$
\begin{equation*}
\left[\frac{1}{N} A_{X, Y}^{T} A_{X, Y}+\alpha A_{K, Y}\right] c_{\alpha}=\frac{1}{N} A_{X, Y}^{T} f_{X} \tag{8.67}
\end{equation*}
$$

Proof. For any solution $s_{\alpha}$ of $\left(P_{\alpha}\right)$, the corresponding coefficient vector $c_{\alpha} \in \mathbb{R}^{n}$ minimizes the cost functional $J_{\alpha}$ in (8.66). Now the gradient of $J_{\alpha}$ does necessarily vanish at $c_{\alpha}$, whereby the representation through the stated normal equation in (8.67) follows. Note that the coefficient matrix of the normal equation in (8.67) is, for any $\alpha \geq 0$, symmetric positive definite. Therefore, $\left(P_{\alpha}\right)$ has a unique solution.

An alternative characterization for the unique solution $s_{\alpha}$ of $\left(P_{\alpha}\right)$ follows from our previous results on Euclidean approximation (see Section 4.1).

Theorem 8.54. For $\alpha \geq 0$, the solution $s_{\alpha} \equiv s_{\alpha}(f) \in \mathcal{S}_{Y}$ of $\left(P_{\alpha}\right)$ satisfies the condition

$$
\begin{equation*}
\frac{1}{N}\left\langle\left(f-s_{\alpha}\right)_{X}, s_{X}\right\rangle=\alpha\left(s_{\alpha}, s\right)_{K} \quad \text { for all } s \in \mathcal{S}_{Y} \tag{8.68}
\end{equation*}
$$

Proof. We equip $\mathcal{F} \times \mathcal{F}$ with a positive semi-definite symmetric bilinear form,

$$
[(f, g),(\tilde{f}, \tilde{g})]_{\alpha}:=\frac{1}{N}\left\langle f_{X}, \tilde{f}_{X}\right\rangle+\alpha(g, \tilde{g})_{K} \quad \text { for } f, g, \tilde{f}, \tilde{g} \in \mathcal{F}
$$

yielding the semi-norm

$$
|(f, g)|_{\alpha}^{2}=\frac{1}{N}\left\|f_{X}\right\|_{2}^{2}+\alpha\|g\|_{K}^{2} \quad \text { for } f, g \in \mathcal{F}
$$

Now the solution $s_{\alpha} \in S_{Y}$ of $\left(P_{\alpha}\right)$ corresponds to the best approximation $\left(s_{\alpha}^{*}, s_{\alpha}^{*}\right) \in S_{Y} \times S_{Y}$ to $(f, 0)$ with respect to $\left(\mathcal{F} \times \mathcal{F},|\cdot|_{\alpha}\right)$, i.e.,

$$
\left|(f, 0)-\left(s_{\alpha}^{*}, s_{\alpha}^{*}\right)\right|_{\alpha}^{2}=\inf _{s \in \mathcal{S}_{Y}}|(f, 0)-(s, s)|_{\alpha}^{2}
$$

According to Remark 4.2, the best approximation $s_{\alpha}^{*}$ is unique and, moreover, characterized by the orthogonality condition

$$
\left[(f, 0)-\left(s_{\alpha}^{*}, s_{\alpha}^{*}\right),(s, s)\right]_{\alpha}=0 \quad \text { for all } s \in \mathcal{S}_{Y}
$$

which is for $s_{\alpha}^{*}=s_{\alpha}$ equivalent to the condition in (8.68).
The characterizations in the Theorems 8.53 and 8.54 are obviously equivalent. Indeed, if we replace $s \in \mathcal{S}_{Y}$ in (8.68) by the standard basis functions $K\left(\cdot, y_{k}\right) \in \mathcal{S}_{Y}$, for $1 \leq k \leq n$, then, the condition in (8.68) can be expressed as

$$
\begin{equation*}
\frac{1}{N}\left\langle\left(f-s_{\alpha}\right)_{X}, R\left(y_{k}\right)\right\rangle=\alpha\left(s_{\alpha}, K\left(\cdot, y_{k}\right)\right)_{K} \quad \text { for all } 1 \leq k \leq n \tag{8.69}
\end{equation*}
$$

where

$$
R^{T}\left(y_{k}\right)=\left(K\left(x_{1}, y_{k}\right), \ldots, K\left(x_{N}, y_{k}\right)\right)=e_{k}^{T} A_{X, Y}^{T}
$$

For $s_{\alpha}$ in (8.65) with corresponding coefficients $c_{\alpha} \in \mathbb{R}^{n}$, we get

$$
\left(s_{\alpha}\right)_{X}=A_{X, Y} c_{\alpha} \in \mathbb{R}^{N}
$$

and so we obtain the normal equation in (8.69): On the one hand, the left hand side in (8.69) can be written as

$$
\begin{aligned}
\frac{1}{N}\left\langle\left(f-s_{\alpha}\right)_{X}, R\left(y_{k}\right)\right\rangle & =\frac{1}{N}\left[R^{T}\left(y_{k}\right) f_{X}-R^{T}\left(y_{k}\right) A_{X, Y} c_{\alpha}\right] \\
& =\frac{1}{N}\left[e_{k}^{T} A_{X, Y}^{T} f_{X}-e_{k}^{T} A_{X, Y}^{T} A_{X, Y} c_{\alpha}\right]
\end{aligned}
$$

On the other hand, the right hand side in (8.69) can be written as

$$
\alpha\left(s_{\alpha}, K\left(\cdot, y_{k}\right)\right)_{K}=\alpha s_{\alpha}\left(y_{k}\right)=\alpha e_{k}^{T} A_{K, Y} c_{\alpha}
$$

where we used the reproduction property

$$
\left(s_{\alpha}, K\left(\cdot, y_{k}\right)\right)_{K}=s_{\alpha}\left(y_{k}\right)
$$

of the kernel $K$.

### 8.6.2 Stability, Sensitivity, Error Bounds, and Convergence

Next, we analyze the stability of the proposed regression method. To this end, we first bound the minimum of the cost functional in (8.63) as follows.

Theorem 8.55. For any $\alpha \geq 0$, the solution $s_{\alpha} \equiv s_{\alpha}(f) \in \mathcal{S}_{Y}$ of $\left(P_{\alpha}\right)$ satisfies the stability estimate

$$
\frac{1}{N}\left\|\left(s_{\alpha}-f\right)_{X}\right\|_{2}^{2}+\alpha\left\|s_{\alpha}\right\|_{K}^{2} \leq(1+\alpha)\|f\|_{K}^{2}
$$

Proof. Let $s_{f} \in \mathcal{S}_{Y}$ denote the (unique) interpolant to $f$ at $Y$ satisfying $\left(s_{f}-f\right)_{Y}=0$. Recall $\left\|s_{f}\right\|_{K} \leq\|f\|_{K}$ from Corollary 8.30. Then, we have

$$
\begin{aligned}
\frac{1}{N}\left\|\left(s_{\alpha}-f\right)_{X}\right\|_{2}^{2}+\alpha\left\|s_{\alpha}\right\|_{K}^{2} & =\frac{1}{N} \sum_{k=1}^{N}\left|s_{\alpha}\left(x_{k}\right)-f\left(x_{k}\right)\right|^{2}+\alpha\left\|s_{\alpha}\right\|_{K}^{2} \\
& \leq \frac{1}{N} \sum_{k=1}^{N}\left|s_{f}\left(x_{k}\right)-f\left(x_{k}\right)\right|^{2}+\alpha\left\|s_{f}\right\|_{K}^{2} \\
& \leq \frac{1}{N} \sum_{x \in X \backslash Y}\left\|\varepsilon_{x}\right\|_{K}^{2} \cdot\|f\|_{K}^{2}+\alpha\|f\|_{K}^{2} \\
& =\left(\frac{1}{N} \sum_{x \in X \backslash Y}\left\|\varepsilon_{x}\right\|_{K}^{2}+\alpha\right)\|f\|_{K}^{2} \\
& \leq\left(\frac{N-n}{N}+\alpha\right)\|f\|_{K}^{2} \leq(1+\alpha)\|f\|_{K}^{2}
\end{aligned}
$$

where we use the pointwise error estimate in (8.30) along with the uniform estimate $\left\|\varepsilon_{x}\right\|_{K} \leq 1$ in (8.32).

Next, we analyze the sensitivity of problem $\left(P_{\alpha}\right)$ under variation of the smoothing parameter $\alpha \geq 0$. To this end, we first observe that the solution $s_{\alpha} \equiv s_{\alpha}(f)$ of problem $\left(P_{\alpha}\right)$ coincides with that of the target function $s_{0}$, i.e., $s_{\alpha}\left(s_{0}\right)=s_{\alpha}(f)$.

Lemma 8.56. For any $\alpha \geq 0$, the solution $s_{\alpha} \equiv s_{\alpha}(f)$ of $\left(P_{\alpha}\right)$ satisfies the following properties.
(a) The Pythagoras theorem, i.e.,

$$
\left\|\left(f-s_{\alpha}\right)_{X}\right\|_{2}^{2}=\left\|\left(f-s_{0}\right)_{X}\right\|_{2}^{2}+\left\|\left(s_{0}-s_{\alpha}\right)_{X}\right\|_{2}^{2}
$$

(b) The best approximation property $s_{\alpha}\left(s_{0}\right)=s_{\alpha}(f)$, i.e.,

$$
\frac{1}{N}\left\|\left(s_{0}-s_{\alpha}\right)_{X}\right\|_{2}^{2}+\alpha\left\|s_{\alpha}\right\|_{K}^{2}=\min _{s \in \mathcal{S}_{Y}}\left(\frac{1}{N}\left\|\left(s_{0}-s\right)_{X}\right\|_{2}^{2}+\alpha\|s\|_{K}^{2}\right) .
$$

Proof. Recall that the solution $s_{\alpha}(f)$ to $\left(P_{\alpha}\right)$ is characterized by the conditions (8.68) in Theorem 8.54, where for $\alpha=0$, we obtain the characterization

$$
\begin{equation*}
\frac{1}{N}\left\langle\left(f-s_{0}\right)_{X}, s_{X}\right\rangle=0 \quad \text { for all } s \in \mathcal{S}_{Y} \tag{8.70}
\end{equation*}
$$

For $s \in \mathcal{S}_{Y}$, this implies the relation

$$
\begin{aligned}
\left\|(f-s)_{X}\right\|_{2}^{2} & =\left\langle\left(f-s_{0}+s_{0}-s\right)_{X},\left(f-s_{0}+s_{0}-s\right)_{X}\right\rangle \\
& =\left\|\left(f-s_{0}\right)_{X}\right\|_{2}^{2}+2\left\langle\left(f-s_{0}\right)_{X},\left(s_{0}-s\right)_{X}\right\rangle+\left\|\left(s_{0}-s\right)_{X}\right\|_{2}^{2} \\
& =\left\|\left(f-s_{0}\right)_{X}\right\|_{2}^{2}+\left\|\left(s_{0}-s\right)_{X}\right\|_{2}^{2}
\end{aligned}
$$

and so, for $s=s_{\alpha}$, we get property (a).
To verify property (b), we subtract the representation in (8.70) from that in (8.68), whereby with

$$
\begin{equation*}
\frac{1}{N}\left\langle\left(s_{0}-s_{\alpha}\right)_{X}, s_{X}\right\rangle=\alpha\left(s_{\alpha}, s\right)_{K} \quad \text { for all } s \in \mathcal{S}_{Y} \tag{8.71}
\end{equation*}
$$

we get the characterization (8.68) for the unique solution $s_{\alpha}\left(s_{0}\right)$ of $\left(P_{\alpha}\right)$, so that statement (b) follows from Theorem 8.54.

Next, we analyze the convergence of $\left\{s_{\alpha}\right\}_{\alpha}$ for $\alpha \searrow 0$. To this end, we first prove one stability estimate for $s_{\alpha}$, along with one error bound for $s_{\alpha}-s_{0}$.

Theorem 8.57. Let $f \in \mathcal{F}$ and $\alpha \geq 0$. Then, the solution $s_{\alpha} \equiv s_{\alpha}(f)$ to problem $\left(P_{\alpha}\right)$ has the following properties.
(a) $s_{\alpha}$ satisfies the stability estimate

$$
\left\|s_{\alpha}\right\|_{K} \leq\left\|s_{0}\right\|_{K}
$$

(b) $s_{\alpha}$ satisfies the error estimate

$$
\frac{1}{N}\left\|\left(s_{\alpha}-s_{0}\right)_{X}\right\|_{2}^{2} \leq \alpha\left\|s_{0}\right\|_{K}^{2}
$$

Proof. Letting $s=s_{0}-s_{\alpha}$ in (8.71) we get

$$
\begin{equation*}
\frac{1}{N}\left\|\left(s_{0}-s_{\alpha}\right)_{X}\right\|_{2}^{2}+\alpha\left\|s_{\alpha}\right\|_{K}^{2}=\alpha\left(s_{\alpha}, s_{0}\right)_{K} \tag{8.72}
\end{equation*}
$$

By using the Cauchy-Schwarz inequality, this implies

$$
\frac{1}{N}\left\|\left(s_{0}-s_{\alpha}\right)_{X}\right\|_{2}^{2}+\alpha\left\|s_{\alpha}\right\|_{K}^{2} \leq \alpha\left\|s_{\alpha}\right\|_{K} \cdot\left\|s_{0}\right\|_{K}
$$

and so the statements in (a) and (b) hold.
Finally, we prove the convergence of $s_{\alpha}$ to $s_{0}$, for $\alpha \searrow 0$.
Theorem 8.58. The solution $s_{\alpha}$ of $\left(P_{\alpha}\right)$ converges to the solution $s_{0}$ of $\left(P_{0}\right)$, for $\alpha \searrow 0$, at the following convergence rates.
(a) With respect to the norm $\|\cdot\|_{K}$, we have the convergence

$$
\left\|s_{\alpha}-s_{0}\right\|_{K}^{2}=\mathcal{O}(\alpha) \quad \text { for } \alpha \searrow 0
$$

(b) With respect to the data error, we have the convergence

$$
\frac{1}{N}\left\|\left(s_{\alpha}-s_{0}\right)_{X}\right\|_{2}^{2}=o(\alpha) \quad \text { for } \alpha \searrow 0
$$

Proof. To prove (a), first note that

$$
\|s\|_{X}:=\left\|s_{X}\right\|_{2} \quad \text { for } s \in \mathcal{S}_{Y}
$$

is a norm on $\mathcal{S}_{Y}$. To see the definiteness of $\|\cdot\|_{X}$ on $\mathcal{S}_{Y}$, note that $\|s\|_{X}=0$ implies $s_{X}=0$, in particular $s_{Y}=0$, since $Y \subset X$, in which case $s=0$.

Moreover, since $\mathcal{S}_{Y}$ has finite dimension, the norms $\|\cdot\|_{X}$ and $\|\cdot\|_{K}$ are equivalent on $\mathcal{S}_{Y}$, so that there exists some constant $C>0$ satisfying

$$
\|s\|_{K} \leq C\|s\|_{X} \quad \text { for all } s \in \mathcal{S}_{Y}
$$

This, in combination with property (b) in Theorem 8.57, implies (a) by

$$
\left\|s_{\alpha}-s_{0}\right\|_{K}^{2} \leq C^{2}\left\|\left(s_{\alpha}-s_{0}\right)_{X}\right\|_{2}^{2} \leq C^{2} N \alpha\left\|s_{0}\right\|_{K}^{2} .
$$

To prove (b), we recall the relation (8.72) to obtain

$$
\left(s_{\alpha}, s_{0}\right)_{K}=\frac{1}{\alpha}\left[\frac{1}{N}\left\|\left(s_{0}-s_{\alpha}\right)_{X}\right\|_{2}^{2}+\alpha\left\|s_{\alpha}\right\|_{K}^{2}\right] \quad \text { for } \alpha>0 .
$$

This in turn implies the identity

$$
\begin{equation*}
\left\|s_{\alpha}-s_{0}\right\|_{K}^{2}=\left\|s_{0}\right\|_{K}^{2}-\left\|s_{\alpha}\right\|_{K}^{2}-\frac{2}{\alpha N}\left\|\left(s_{0}-s_{\alpha}\right)_{X}\right\|_{2}^{2} \tag{8.73}
\end{equation*}
$$

by

$$
\begin{aligned}
\left\|s_{\alpha}-s_{0}\right\|_{K}^{2} & =\left\|s_{\alpha}\right\|_{K}^{2}-2\left(s_{\alpha}, s_{0}\right)_{K}+\left\|s_{0}\right\|_{K}^{2} \\
& =\left\|s_{\alpha}\right\|_{K}^{2}+\left\|s_{0}\right\|_{K}^{2}-\frac{2}{\alpha}\left[\frac{1}{N}\left\|\left(s_{0}-s_{\alpha}\right)_{X}\right\|_{2}^{2}+\alpha\left\|s_{\alpha}\right\|_{K}^{2}\right] \\
& =\left\|s_{0}\right\|_{K}^{2}-\left\|s_{\alpha}\right\|_{K}^{2}-\frac{2}{\alpha N}\left\|\left(s_{0}-s_{\alpha}\right)_{X}\right\|_{2}^{2} .
\end{aligned}
$$

To complete our proof for (b), note that, by statement (a), the left hand side in (8.73) tends to zero, for $\alpha \searrow 0$, and so does the right hand side in (8.73) tend to zero. By the stability estimate in Theorem 8.57 (a), we get

$$
0 \leq\left\|s_{0}\right\|_{K}-\left\|s_{\alpha}\right\|_{K} \leq\left\|s_{\alpha}-s_{0}\right\|_{K} \longrightarrow 0 \quad \text { for } \alpha \searrow 0
$$

so that $\left\|s_{\alpha}\right\|_{K} \longrightarrow\left\|s_{0}\right\|_{K}$ for $\alpha \searrow 0$. Therefore,

$$
\frac{2}{\alpha N}\left\|\left(s_{0}-s_{\alpha}\right)_{X}\right\|_{2}^{2} \longrightarrow 0 \quad \text { for } \alpha \searrow 0
$$

which completes our proof for (b).

### 8.7 Exercises

Exercise 8.59. Let $K: \mathbb{R}^{d} \times \mathbb{R}^{d} \longrightarrow \mathbb{R}$ be a continuous symmetric function, for $d>1$. Moreover, suppose that for some $n \in \mathbb{N}$ all symmetric matrices of the form

$$
A_{K, X}=\left(K\left(x_{k}, x_{j}\right)\right)_{1 \leq j, k \leq n} \in \mathbb{R}^{n \times n},
$$

for sets $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$ of $n$ pairwise distinct points, are regular. Show that all symmetric matrices $A_{K, X} \in \mathbb{R}^{n \times n}$ are positive definite, as soon as there is one point set $Y=\left\{y_{1}, \ldots, y_{n}\right\} \subset \mathbb{R}^{d}$ for which the matrix $A_{K, Y} \in \mathbb{R}^{n \times n}$ is symmetric positive definite.

Hint: Proof of the Mairhuber-Curtis theorem, Theorem 5.25.
Exercise 8.60. Let $\mathcal{F}$ be a Hilbert space of functions $f: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ with reproducing kernel $K: \mathbb{R}^{d} \times \mathbb{R}^{d} \longrightarrow \mathbb{R}, K \in \mathbf{P D}_{d}$. Moreover, for a set of interpolation points $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$, let $I_{X}: \mathcal{F} \longrightarrow \mathcal{S}_{X}$ denote the interpolation operator which assigns every function $f \in \mathcal{F}$ to its unique interpolant $s \in \mathcal{S}_{X}$ from $\mathcal{S}_{X}=\operatorname{span}\left\{K\left(\cdot, x_{j}\right) \mid 1 \leq j \leq n\right\}$ satisfying $s_{X}=f_{X}$.

Prove the following statements.
(a) If the interpolation method is translation-invariant, i.e., if we have for any finite set of interpolation points $X$ the translation invariance

$$
\left(I_{X} f\right)(x)=\left(I_{X+x_{0}} f_{x_{0}}\right)\left(x+x_{0}\right) \quad \text { for all } f \in \mathcal{F} \text { and all } x_{0} \in \mathbb{R}^{d}
$$

where $X+x_{0}:=\left\{x_{1}+x_{0}, \ldots, x_{n}+x_{0}\right\} \subset \mathbb{R}^{d}$ and $f_{x_{0}}:=f\left(\cdot-x_{0}\right)$, then $K$ has necessarily the form $K(x, y)=\Phi(x-y)$, where $\Phi \in \mathbf{P D}_{d}$.
(b) If the interpolation method is translation-invariant and rotation-invariant, i.e., if for any finite set of interpolation points $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$ and for any rotation matrix $Q \in \mathbb{R}^{d \times d}$ the identity

$$
\left(I_{X} f\right)(x)=\left(I_{Q X} f_{Q}\right)(Q x) \quad \text { for all } f \in \mathcal{F}
$$

holds, where $Q X:=\left\{Q x_{1}, \ldots, Q x_{n}\right\} \subset \mathbb{R}^{d}$ and $f_{Q}:=f\left(Q^{T} \cdot\right)$, then $K$ has necessarily the form $K(x, y)=\phi\left(\|x-y\|_{2}\right)$, where $\phi \in \mathbf{P D}_{d}$.

Exercise 8.61. Let $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}, d \in \mathbb{N}$, be a finite set of $n \in \mathbb{N}$ points. Show that the functions $\mathrm{e}^{\mathrm{i}\left\langle x_{j}, \cdot\right\rangle}$, for $1 \leq j \leq n$, are linearly independent on $\mathbb{R}^{d}$, if and only if the points in $X$ are pairwise distinct.

Hint: First prove the assertion for the univariate case, $d=1$. To this end, consider, for pairwise distinct points $X=\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}$ the linear combination

$$
S_{c, X}(\omega)=c_{1} \mathrm{e}^{\mathrm{i}\left\langle x_{1}, \omega\right\rangle}+\ldots+c_{n} \mathrm{e}^{\mathrm{i}\left\langle x_{n}, \omega\right\rangle} \quad \text { for } c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n}
$$

Then, evaluate the function $S_{c, X}$ and its derivatives $S_{c, X}^{(k)}$, for $1 \leq k<n$, at $\omega=0$, to show the implication

$$
S_{c, X} \equiv 0 \quad \Longrightarrow \quad c=0
$$

by using the $n$ linear conditions $S_{c, X}^{(k)}(0)=0$, for $0 \leq k<n$. Finally, to prove the assertion for the multivariate case, $d>1$, use the separation of the components in $\mathrm{e}^{\mathrm{i}\left\langle x_{j}, \omega\right\rangle}$, for $\omega=\left(\omega_{1}, \ldots, \omega_{d}\right)^{T} \in \mathbb{R}^{d}$ and $1 \leq j \leq n$.

Exercise 8.62. Let $K \in \mathbf{P D}_{d}$. Show that the native space norm $\|\cdot\|_{K}$ of the Hilbert space $\mathcal{F} \equiv \mathcal{F}_{K}$ is stronger than the maximum norm $\|\cdot\|_{\infty}$, i.e., if a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ of functions in $\mathcal{F}$ converges w.r.t. $\|\cdot\|_{K}$ to $f \in \mathcal{F}$, so that $\left\|f_{n}-f\right\|_{K} \longrightarrow 0$ for $n \rightarrow \infty$, then $\left(f_{n}\right)_{n \in \mathbb{N}}$ does also converge w.r.t. the maximum norm $\|\cdot\|_{\infty}$ to $f$, so that $\left\|f_{n}-f\right\|_{\infty} \longrightarrow 0$ for $n \rightarrow \infty$.

Exercise 8.63. Let $\mathcal{H}$ be a Hilbert space of functions with reproducing kernel $K \in \mathbf{P D}_{d}$. Show that $\mathcal{H}$ is the native Hilbert space of $K$, i.e., $\mathcal{F}_{K}=\mathcal{H}$.

Hint: First, show the inclusion $\mathcal{F}_{K} \subset \mathcal{H}$. Then, consider the direct sum

$$
\mathcal{H}=\mathcal{F}_{K} \oplus \mathcal{G}
$$

to show $\mathcal{G}=\{0\}$, by contradiction.
Exercise 8.64. Let $\left(\eta_{n}\right)_{n \in \mathbb{N}}$ be a monotonically decreasing zero sequence of non-negative real numbers, i.e., $\eta_{n} \searrow 0$ for $n \rightarrow \infty$. Show that there is a nested sequence of point sets $\left(X_{n}\right)_{n \in \mathbb{N}} \subset \Omega$, as in (8.41), and a function $f \in \mathcal{F}_{\Omega}$ satisfying

$$
\eta_{K}\left(f, \mathcal{S}_{X_{n}}\right) \geq \eta_{n} \quad \text { for all } n \in \mathbb{N} \text {. }
$$

Exercise 8.65. Let $K(x, y)=\Phi(x-y)$ be positive definite, $K \in \mathbf{P D}_{d}$, where $\Phi: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ is even and satisfies, for $\alpha>0$, the growth condition

$$
\begin{equation*}
|\Phi(0)-\Phi(x)| \leq C\|x\|_{2}^{\alpha} \quad \text { for all } x \in B_{r}(0) \tag{8.74}
\end{equation*}
$$

around zero, for some $r>0$ and some $C>0$. Show that in this case, every $f \in \mathcal{F} \equiv \mathcal{F}_{K}$ is globally Hölder continuous with Hölder exponent $\alpha / 2$, i.e.,

$$
|f(x)-f(y)| \leq C\|x-y\|_{2}^{\alpha / 2} \quad \text { for all } x, y \in \mathbb{R}^{d}
$$

Conclude that no positive definite kernel function $K \in \mathbf{P D}_{d}$ satisfies the growth condition in (8.74) for $\alpha>2$.

Exercise 8.66. Let $K(x, y)=\Phi(x-y)$ be positive definite, $K \in \mathbf{P D}_{d}$, where $\Phi: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ is even and satisfies, for $\alpha>0$, the growth condition

$$
|\Phi(0)-\Phi(x)| \leq C\|x\|_{2}^{\alpha} \quad \text { for all } x \in B_{r}(0)
$$

around zero, for some $r>0$ and $C>0$. Moreover, for compact $\Omega \subset \mathbb{R}^{d}$, let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a nested sequence of subsets $X_{n} \subset \Omega$, as in (8.41), whose monotonically decreasing fill distances $h_{X_{n}, \Omega}$ are a zero sequence, i.e., $h_{X_{n}, \Omega} \searrow 0$ for $n \rightarrow \infty$. Show for $f \in \mathcal{F}_{\Omega}$ the uniform convergence

$$
\left\|s_{f, X_{n}}-f\right\|_{\infty}=\mathcal{O}\left(h_{X_{n}, \Omega}^{\alpha / 2}\right) \quad \text { for } n \rightarrow \infty
$$

Determine from this result the convergence rate for the special case of the Gauss kernel in Example 8.9.

Exercise 8.67. Show that the diagonal entry

$$
\left(1-S_{n}^{T} D_{n}^{-1} S_{n}\right)^{1 / 2}
$$

of the Cholesky factor $\bar{L}_{n+1}$ in (8.49) is positive. To this end, first show the representation

$$
1-S_{n}^{T} D_{n}^{-1} S_{n}=\left\|\varepsilon_{x_{n+1}, X_{n}}\right\|_{K}^{2}
$$

where $\varepsilon_{x_{n+1}, X_{n}}$ is the error functional in (8.29) at $x_{n+1} \in X_{n+1} \backslash X_{n}$ with respect to the set of interpolation points $X_{n}$.

## 9 Computerized Tomography

Computerized tomography (CT) refers to a popular medical imaging method in diagnostic radiology, where large data samples are taken from a human body to generate slices of images to visualize the interior structure, e.g. of organs, muscles, brain tissue, or bones. But computerized tomography is also used in other relevant applications areas, e.g. in non-destructive evaluation of materials.

In the data acquisition of computerized tomography, a CT scan is being generated by a large set of X-ray beams with known intensity, where the X-ray beams pass through a medium (e.g. a human body) whose interior structure is to be recovered. Each CT datum is generated by one X-ray beam which is travelling along a straight line segment from an emitter to a detector.

If we identify the image domain with a convex set in the plane $\Omega \subset \mathbb{R}^{2}$, then (for each X-ray beam) the emitter is located at some position $\mathbf{x}_{\mathrm{E}} \in \Omega$, whereas the detector is located at another position $\mathbf{x}_{\mathrm{D}} \in \Omega$. Therefore, the X-ray beam passes through $\Omega$ along the straight line segment $\left[\mathrm{x}_{\mathrm{E}}, \mathbf{x}_{\mathrm{D}}\right] \subset \Omega$, from $\mathbf{x}_{\mathrm{E}}$ to $\mathbf{x}_{\mathrm{D}}$ (see Figure 9.1).


Fig. 9.1. X-ray beam travelling from emitter $\mathbf{x}_{\mathrm{E}}$ to detector $\mathbf{x}_{\mathrm{D}}$ along $\left[\mathrm{x}_{\mathrm{E}}, \mathbf{x}_{\mathrm{D}}\right] \subset \Omega$.

In the acquisition of one CT datum, the initial intensity $I_{\mathrm{E}}=I\left(\mathbf{x}_{\mathrm{E}}\right)$ of the X-ray beam is being controlled at the emitter, whereas the final intensity $I_{\mathrm{D}}=I\left(\mathbf{x}_{\mathrm{D}}\right)$ is being measured at the detector. Therefore, the difference $\Delta I=I_{\mathrm{E}}-I_{\mathrm{D}}$ gives the loss of intensity. Now the datum $\Delta I$ depends on the interior structure (i.e., on the material properties) of the medium along the straight line segment $\left[\mathbf{x}_{\mathrm{E}}, \mathbf{x}_{\mathrm{D}}\right]$. To be more precise, $\Delta I$ quantifies the medium's absorption of energy on $\left[\mathbf{x}_{\mathrm{E}}, \mathbf{x}_{\mathrm{D}}\right]$.

Now we explain, how the CT data $\Delta I$ are interpreted mathematically. By the law of Lambert ${ }^{1}$-Beer ${ }^{2}$ [6]

$$
\begin{equation*}
\frac{\mathrm{d} I(\mathbf{x})}{\mathrm{d} \mathbf{x}}=-f(\mathbf{x}) I(\mathbf{x}) \tag{9.1}
\end{equation*}
$$

the rate of change for the X-ray intensity $I(\mathbf{x})$ at $\mathbf{x}$ is quantified by the factor $f(\mathbf{x})$, where $f(\mathbf{x})$ is referred to as the attenuation-coefficient function. Therefore, the attenuation-coefficient function $f(\mathbf{x})$ yields the energy absorption on the computational domain $\Omega$, and so $f(\mathbf{x})$ represents an important material property of the scanned medium.

In the following of this chapter, we are interested in the reconstruction of $f(\mathbf{x})$. To this end, we further study the differential equation (9.1). By integrating (9.1) along the straight line segment $\left[\mathbf{x}_{\mathrm{E}}, \mathbf{x}_{\mathrm{D}}\right]$, we determine the loss of intensity (or, the loss of energy) of the X-ray beam on $\left[\mathrm{x}_{\mathrm{E}}, \mathbf{x}_{\mathrm{D}}\right]$ by

$$
\begin{equation*}
\int_{\mathbf{x}_{\mathrm{E}}}^{\mathbf{x}_{\mathrm{D}}} \frac{\mathrm{~d} I(\mathbf{x})}{I(\mathbf{x})}=-\int_{\mathbf{x}_{\mathrm{E}}}^{\mathbf{x}_{\mathrm{D}}} f(\mathbf{x}) \mathrm{d} \mathbf{x} \tag{9.2}
\end{equation*}
$$

Now we can rewrite (9.2) as

$$
\begin{equation*}
\log \left(\frac{I\left(\mathbf{x}_{\mathrm{E}}\right)}{I\left(\mathbf{x}_{\mathrm{D}}\right)}\right)=\int_{\mathbf{x}_{\mathrm{E}}}^{\mathbf{x}_{\mathrm{D}}} f(\mathbf{x}) \mathrm{d} \mathbf{x} \tag{9.3}
\end{equation*}
$$

The intensity $I_{\mathrm{E}}=I\left(\mathrm{x}_{\mathrm{E}}\right)$ at the emitter and the intensity $I_{\mathrm{D}}=I\left(\mathrm{x}_{\mathrm{D}}\right)$ at the detector can be controlled or be measured. This measurement yields the line integral of the attenuation-coefficient function $f(\mathbf{x})$ along $\left[\mathrm{x}_{\mathrm{E}}, \mathbf{x}_{\mathrm{D}}\right]$,

$$
\begin{equation*}
\int_{\mathbf{x}_{\mathrm{E}}}^{\mathbf{x}_{\mathrm{D}}} f(\mathbf{x}) \mathrm{d} \mathbf{x} \tag{9.4}
\end{equation*}
$$

In this chapter, we first explain how the attenuation-coefficient function $f(\mathbf{x})$ can be reconstructed exactly from the set of line integrals in (9.4). This leads us to a rather comprehensive mathematical discussion, from the problem formulation to the analytical solution. Then, we develop and analyze numerical algorithms to solve the reconstruction problem for $f(\mathbf{x})$ in relevant application scenarios. Numerical examples are presented for illustration.

[^54]
### 9.1 The Radon Transform

### 9.1.1 Representation of Lines in the Plane

We represent any straight line $\ell \subset \mathbb{R}^{2}$ in the Euclidean plane by using polar coordinates. To this end, we consider the orthogonal projection $\mathbf{x}_{\ell} \in \ell$ of the origin $\mathbf{0} \in \mathbb{R}^{2}$ onto $\ell$. Therefore, we can characterize $\mathbf{x}_{\ell} \in \ell$ as the unique best approximation to $\mathbf{0}$ from $\ell$ with respect to the Euclidean norm $\|\cdot\|_{2}$. Moreover, we consider the (unique) angle $\theta \in[0, \pi)$, for which the unit vector $\mathbf{n}_{\theta}=(\cos (\theta), \sin (\theta))$ is perpendicular to $\ell$. Then, $\mathbf{x}_{\ell} \in \ell$ can be represented by

$$
\mathbf{x}_{\ell}=(t \cos (\theta), t \sin (\theta)) \in \ell \subset \mathbb{R}^{2}
$$

for some pair $(t, \theta) \in \mathbb{R} \times[0, \pi)$ of polar coordinates. For any straight line $\ell \subset \mathbb{R}^{2}$, the so constructed polar coordinates $(t, \theta) \in \mathbb{R} \times[0, \pi)$ are unique.

As for the converse, for any pair of polar coordinates $(t, \theta) \in \mathbb{R} \times[0, \pi)$ there is a unique straight line $\ell \equiv \ell_{t, \theta} \subset \mathbb{R}^{2}$, which is represented in this way by $(t, \theta)$. We introduce this representation as follows (see Figure 9.2).

Definition 9.1. For any coordinate pair $(t, \theta) \in \mathbb{R} \times[0, \pi)$, we denote by $\ell_{t, \theta} \subset \mathbb{R}^{2}$ the unique straight line which passes through $\mathbf{x}_{\ell}=(t \cos (\theta), t \sin (\theta))$ and is perpendicular to the unit vector $\mathbf{n}_{\theta}=(\cos (\theta), \sin (\theta))$.


Fig. 9.2. Representation of straight line $\ell_{t, \theta} \subset \mathbb{R}^{2}$ by coordinates $(t, \theta) \in \mathbb{R} \times[0, \pi)$.

For the parameterization of a straight line $\ell_{t, \theta}$, for $(t, \theta) \in \mathbb{R} \times[0, \pi)$, we use the standard point-vector representation, whereby any point $(x, y) \in \ell_{t, \theta}$ in $\ell_{t, \theta}$ is uniquely represented as a linear combination of the form

$$
\begin{equation*}
(x, y)=t \cdot \mathbf{n}_{\theta}+s \cdot \mathbf{n}_{\theta}^{\perp} \tag{9.5}
\end{equation*}
$$

with the curve parameter $s \in \mathbb{R}$ and the spanning unit vector

$$
\mathbf{n}_{\theta}^{\perp}=(-\sin (\theta), \cos (\theta)),
$$

which is perpendicular to $\mathbf{n}_{\theta}$, i.e., $\mathbf{n}_{\theta}^{\perp} \perp \mathbf{n}_{\theta}$ (see Figure 9.2). We can describe the relation between $(t, s)$ and $(x, y)$ in (9.5) via the linear system

$$
\begin{aligned}
x \equiv x(t, s) & =\cos (\theta) t-\sin (\theta) s \\
y \equiv y(t, s) & =\sin (\theta) t+\cos (\theta) s
\end{aligned}
$$

or

$$
\left[\begin{array}{l}
x  \tag{9.6}\\
y
\end{array}\right]=\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right] \cdot\left[\begin{array}{l}
t \\
s
\end{array}\right]=Q_{\theta} \cdot\left[\begin{array}{l}
t \\
s
\end{array}\right]
$$

with the rotation matrix $Q_{\theta} \in \mathbb{R}^{2 \times 2}$. The inverse of the orthogonal matrix $Q_{\theta}$ is given by the rotation matrix $Q_{-\theta}=Q_{\theta}^{T}$, whereby the representation

$$
\left[\begin{array}{cc}
\cos (\theta) & \sin (\theta)  \tag{9.7}\\
-\sin (\theta) & \cos (\theta)
\end{array}\right] \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
t \\
s
\end{array}\right]=Q_{\theta}^{T} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

follows immediately from (9.6). Moreover, (9.6), or (9.7), yields the relation

$$
\begin{equation*}
t^{2}+s^{2}=x^{2}+y^{2} \tag{9.8}
\end{equation*}
$$

which will be useful later in this chapter.

### 9.1.2 Formulation of the Reconstruction Problem

The basic reconstruction problem of computerized tomography, as sketched at the outset of this chapter, can be stated mathematically as follows.

Problem 9.2. Reconstruct a function $f \equiv f(x, y)$ from line integrals

$$
\begin{equation*}
\int_{\ell_{t, \theta}} f(x, y) \mathrm{d} x \mathrm{~d} y \tag{9.9}
\end{equation*}
$$

that are assumed to be known for all straight lines $\ell_{t, \theta},(t, \theta) \in \mathbb{R} \times[0, \pi)$.
We remark that the CT reconstruction problem, Problem 9.2, cannot be solved for all bivariate functions $f$. But under suitable conditions on $f$ we can reconstruct the function $f$ exactly from its Radon $^{3}$ data

$$
\begin{equation*}
\left\{\int_{\ell_{t, \theta}} f(x, y) \mathrm{d} x \mathrm{~d} y \mid(t, \theta) \in \mathbb{R} \times[0, \pi)\right\} . \tag{9.10}
\end{equation*}
$$

[^55]For any function $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$, the line integral in (9.9) is, for any coordinate pair $(t, \theta) \in \mathbb{R} \times[0, \pi)$, defined as

$$
\begin{equation*}
\int_{\ell_{t, \theta}} f(x, y) \mathrm{d} x \mathrm{~d} y=\int_{\mathbb{R}} f(t \cos (\theta)-s \sin (\theta), t \sin (\theta)+s \cos (\theta)) \mathrm{d} s \tag{9.11}
\end{equation*}
$$

where we use the coordinate transform in (9.6) with the arc length element

$$
\|(\dot{x}(s), \dot{y}(s))\|_{2} \mathrm{~d} s=\sqrt{(-\sin (\theta))^{2}+(\cos (\theta))^{2}} \mathrm{~d} s=\mathrm{d} s
$$

on $\ell_{t, \theta}$. This finally leads us to the Radon transform.
Definition 9.3. For $f \equiv f(x, y) \in \mathrm{L}^{1}\left(\mathbb{R}^{2}\right)$, the function
$\mathcal{R} f(t, \theta)=\int_{\mathbb{R}} f(t \cos (\theta)-s \sin (\theta), t \sin (\theta)+s \cos (\theta)) d s \quad$ for $t \in \mathbb{R}, \theta \in[0, \pi)$
is called the Radon transform of $f$.
Remark 9.4. The Radon transform $\mathcal{R}$ is well-defined on $L^{1}\left(\mathbb{R}^{2}\right)$, where we have $\mathcal{R} f \in \mathrm{~L}^{1}\left(\mathbb{R} \times[0, \pi)\right.$ ) for $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$ (see Exercise 9.33). However, there are functions $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$, whose Radon transform $\mathcal{R} f \in \mathrm{~L}^{1}(\mathbb{R} \times[0, \pi))$ is not finite in $(t, \theta) \in \mathbb{R} \times[0, \pi)$ (see Exercise 9.34).

Note that the Radon transform $\mathcal{R}$ is a linear integral transform which maps a bivariate function $f \equiv f(x, y)$ in Cartesian coordinates $(x, y)$ to a bivariate function $\mathcal{R} f(t, \theta)$ in polar coordinates $(t, \theta)$. This observation allows us to reformulate the reconstruction of $f$, Problem 9.2, more concise as follows. On this occasion, we implicitly accommodate the requirement $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$ to the list of our conditions on $f$.

Problem 9.5. Determine the inversion of the Radon transform $\mathcal{R}$.
Before we turn to the solution of Problem 9.5, we first give some elementary examples of Radon transforms. We begin with the indicator function (i.e., the characteristic function) of the disk $\mathcal{B}_{r}=\left\{\mathbf{x} \in \mathbb{R}^{2} \mid\|\mathbf{x}\|_{2} \leq r\right\}, r \neq 0$.

Example 9.6. For the indicator function $\chi_{\mathcal{B}_{r}}$ of the disk $\mathcal{B}_{r}$,

$$
f(x, y)=\chi_{\mathcal{B}_{r}}(x, y):= \begin{cases}1 & \text { for } x^{2}+y^{2} \leq r^{2} \\ 0 & \text { for } x^{2}+y^{2}>r^{2}\end{cases}
$$

we compute the Radon transform $\mathcal{R} f$ as follows. We first apply the variable transformation (9.6), which, in combination with the relation (9.8), gives

$$
f(t \cos (\theta)-s \sin (\theta), t \sin (\theta)+s \cos (\theta))= \begin{cases}1 & \text { for } t^{2}+s^{2} \leq r^{2} \\ 0 & \text { for } t^{2}+s^{2}>r^{2}\end{cases}
$$

Note that $\mathcal{R} f(t, \theta)=0$, if and only if the straight line $\ell_{t, \theta}$ does not intersect with the interior of the disk $\mathcal{B}_{r}$, i.e, if and only if $|t| \geq r$. Otherwise, i.e., for $|t|<r$, we obtain by

$$
\mathcal{R} f(t, \theta)=\int_{\ell_{t, \theta}} f(x, y) \mathrm{d}(x, y)=\int_{-\sqrt{r^{2}-t^{2}}}^{\sqrt{r^{2}-t^{2}}} 1 \mathrm{~d} s=2 \sqrt{r^{2}-t^{2}}
$$

the length of the straight line segment $\ell_{t, \theta} \cap \operatorname{supp}(f)=\ell_{t, \theta} \cap \mathcal{B}_{r}$.
Example 9.7. We compute the Radon transform of the cone function

$$
f(x, y)=\left\{\begin{array}{cl}
1-\sqrt{x^{2}+y^{2}} & \text { for } x^{2}+y^{2} \leq 1 \\
0 & \text { for } x^{2}+y^{2}>1
\end{array}\right.
$$

or, by transformation (9.6) and on the relation (9.8),
$f(t \cos (\theta)-s \sin (\theta), t \sin (\theta)+s \cos (\theta))=\left\{\begin{array}{cl}1-\sqrt{t^{2}+s^{2}} & \text { for } t^{2}+s^{2} \leq 1, \\ 0 & \text { for } t^{2}+s^{2}>1\end{array}\right.$
In this case, we get $\mathcal{R} f(t, \theta)=0$ for $|t| \geq 1$ and

$$
\begin{aligned}
\mathcal{R} f(t, \theta) & =\int_{\ell_{t, \theta}} f(x, y) \mathrm{d}(x, y)=\int_{-\sqrt{1-t^{2}}}^{\sqrt{1-t^{2}}}\left(1-\sqrt{t^{2}+s^{2}}\right) \mathrm{d} s \\
& =\sqrt{1-t^{2}}-\frac{t^{2}}{2} \log \left(\frac{1+\sqrt{1-t^{2}}}{1-\sqrt{1-t^{2}}}\right)
\end{aligned}
$$

for $|t|<1$.
Remark 9.8. For any radially symmetric function $f(\cdot)=f\left(\|\cdot\|_{2}\right)$, the Radon transform $\mathcal{R} f(t, \theta)$ does only depend on $t \in \mathbb{R}$, but not on the angle $\theta \in[0, \pi)$. Indeed, in this case, we have the identity

$$
\begin{aligned}
\mathcal{R} f(t, \theta) & =\int_{\ell_{t, \theta}} f\left(\|\mathbf{x}\|_{2}\right) \mathrm{d} \mathbf{x}=\int_{\ell_{t, 0}} f\left(\left\|Q_{\theta} \mathbf{x}\right\|_{2}\right) \mathrm{d} \mathbf{x}=\int_{\ell_{t, 0}} f\left(\|\mathbf{x}\|_{2}\right) \mathrm{d} \mathbf{x} \\
& =\mathcal{R} f(t, 0)
\end{aligned}
$$

by application of the variable transform with the rotation matrix $Q_{\theta}$ in (9.6). This observation is consistent with our Examples 9.6 and 9.7.

Now we construct another simple example from elementary functions. In medical image reconstruction, the term phantom is often used to denote test images whose Radon transforms can be computed analytically. The phantom bull's eye is only one such example for a popular test case.

(a) The phantom bull's eye


Fig. 9.3. Bull's eye and its Radon transform (see Example 9.9).

Example 9.9. The phantom bull's eye is given by the linear combination

$$
\begin{equation*}
f(x, y)=\chi_{\mathcal{B}_{3 / 4}}(x, y)-\frac{3}{4} \chi_{\mathcal{B}_{1 / 2}}(x, y)+\frac{1}{4} \chi_{\mathcal{B}_{1 / 4}}(x, y) \tag{9.12}
\end{equation*}
$$

of three indicator functions $\chi_{B_{r}}$ of the disks $\mathcal{B}_{r}$, for $r=3 / 4,1 / 2,1 / 4$. To compute $\mathcal{R} f$, we apply the linearity of operator $\mathcal{R}$, whereby

$$
\begin{equation*}
\mathcal{R} f(t, \theta)=\left(\mathcal{R}_{\mathcal{B}_{3 / 4}}\right)(t, \theta)-\frac{3}{4}\left(\mathcal{R}_{\mathcal{B}_{1 / 2}}\right)(t, \theta)+\frac{1}{4}\left(\mathcal{R}_{\mathcal{B}_{1 / 4}}\right)(t, \theta) . \tag{9.13}
\end{equation*}
$$

Due to the radial symmetry of $f$ (or, of $\chi_{B_{r}}$ ), the Radon transform $\mathcal{R} f(t, \theta)$ does depend on $t$, but not on $\theta$ (cf. Remark 9.8). Now we can use the result of Example 9.6 to represent the Radon transform $\mathcal{R} f$ in (9.13) by linear combination of the Radon transforms $\mathcal{R} \chi_{\mathcal{B}_{r}}$, for $r=3 / 4,1 / 2,1 / 4$. The phantom $f$ and its Radon transform $\mathcal{R} f$ are shown in Figure 9.3.


Fig. 9.4. The Shepp-Logan phantom and its sinogram.

For further illustration, we finally consider the Shepp-Logan phantom [66], a popular test case from medical imaging. The Shepp-Logan phantom $f$ is a superposition of ten different ellipses to sketch a cross section of the human brain, see Figure 9.4 (a). In fact, the Shepp-Logan phantom is a very popular test case for numerical simulations, where the Radon transform $\mathcal{R} f$ of $f$ can be computed analytically. Figure 9.4 (b) shows the Radon transform $\mathcal{R} f$ displayed in the rectangular coordinate system $\mathbb{R} \times[0, \pi)$. Such a representation of $\mathcal{R} f$ is called sinogram. In computerized tomography, the SheppLogan phantom (along with other popular test cases) is often used to evaluate the performance of numerical algorithms to reconstruct $f$ from $\mathcal{R} f$.

### 9.2 The Filtered Back Projection

Now we turn to the inversion of the Radon transform, i.e., we wish to solve Problem 9.5. To this end, we first note some preliminary observations. Suppose we wish to reconstruct $f \equiv f(x, y)$ from given Radon data (9.10) only at one point $(x, y)$. In this case, only those values of the line integrals (9.9) are relevant, whose Radon lines $\ell_{t, \theta}$ contain the point $(x, y)$. Indeed, for all other straight lines $\ell_{t, \theta}$, which do not contain $(x, y)$, the value $f(x, y)$ does not take influence on the line integral $\mathcal{R} f(t, \theta)$.

For this reason, we first wish to find out which Radon lines $\ell_{t, \theta}$ do contain the point $(x, y)$. For any fixed angle $\theta \in[0, \pi)$, we can immediately work this out by using the relation (9.5). In fact, in this case, we necessarily require

$$
t=x \cos (\theta)+y \sin (\theta)
$$

see (9.7), and so this condition on $t$ is also sufficient. Therefore, only the straight lines

$$
\ell_{x \cos (\theta)+y \sin (\theta), \theta} \quad \text { for } \theta \in[0, \pi)
$$

contain the point $(x, y)$. This observation leads us to the following definition for the back projection operator.

Definition 9.10. For $h \in \mathrm{~L}^{1}(\mathbb{R} \times[0, \pi))$, the function

$$
\mathcal{B} h(x, y)=\frac{1}{\pi} \int_{0}^{\pi} h(x \cos (\theta)+y \sin (\theta), \theta) \mathrm{d} \theta \quad \text { for }(x, y) \in \mathbb{R}^{2}
$$

is called the back projection of $h$.
Remark 9.11. The back projection is a linear integral transform which maps a bivariate function $h \equiv h(t, \theta)$ in polar coordinates $(t, \theta)$ to a bivariate function $\mathcal{B} h(x, y)$ in Cartesian coordinates $(x, y)$.

Moreover, the back projection $\mathcal{B}$ is (up to a positive factor) the adjoint operator of the Radon transform $\mathcal{R} f$. For more details on this, we refer to Exercise 9.39.

Remark 9.12. The back projection $\mathcal{B}$ is not the inverse of the Radon transform $\mathcal{R}$. To see this, we make a simple counterexample. We consider the indicator function $f:=\chi_{\mathcal{B}_{1}} \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$ of the unit ball $\mathcal{B}_{1}=\left\{\mathbf{x} \in \mathbb{R}^{2} \mid\|\mathbf{x}\|_{2} \leq 1\right\}$, whose (non-negative) Radon transform

$$
\mathcal{R} f(t, \theta)=\left\{\begin{array}{cc}
2 \sqrt{1-t^{2}} & \text { for }|t| \leq 1, \\
0 & \text { for }|t|>1
\end{array}\right.
$$

is computed in Example 9.6. Now we evaluate the back projection $\mathcal{B}(\mathcal{R} f)$ of $\mathcal{R} f$ at $(1+\varepsilon, 0)$. For $\varepsilon \in(0, \sqrt{2}-1)$, we have $1+\varepsilon \in(1, \sqrt{2})$ and, moreover, $|(1+\varepsilon) \cos (\theta)|<1$ for $\theta \in[\pi / 4,3 \pi / 4]$. Therefore, we obtain

$$
\begin{aligned}
(\mathcal{B}(\mathcal{R} f))(1+\varepsilon, 0) & =\frac{1}{\pi} \int_{0}^{\pi} \mathcal{R} f((1+\varepsilon) \cos (\theta), \theta) \mathrm{d} \theta \\
& \geq \frac{1}{\pi} \int_{\pi / 4}^{3 \pi / 4} \mathcal{R} f((1+\varepsilon) \cos (\theta), \theta) \mathrm{d} \theta \\
& =\frac{2}{\pi} \int_{\pi / 4}^{3 \pi / 4} \sqrt{1-(1+\varepsilon)^{2} \cos ^{2}(\theta)} \mathrm{d} \theta>0
\end{aligned}
$$

i.e., we have $(\mathcal{B}(\mathcal{R} f))(1+\varepsilon, 0)>0$ for all $\varepsilon \in(0, \sqrt{2}-1)$.

Likewise, by the radial symmetry of $f$, we get for $\varphi \in(0,2 \pi)$

$$
(\mathcal{B}(\mathcal{R} f))((1+\varepsilon) \cos (\varphi),(1+\varepsilon) \sin (\varphi))>0 \quad \text { for all } \varepsilon \in(0, \sqrt{2}-1)
$$

see Exercise 9.37, i.e., $\mathcal{B}(\mathcal{R} f)$ is positive on the open annulus

$$
\mathcal{R}_{1}^{\sqrt{2}}=\left\{\mathbf{x} \in \mathbb{R}^{2} \mid 1<\|\mathbf{x}\|_{2}<\sqrt{2}\right\} \subset \mathbb{R}^{2}
$$

However, we have $f \equiv 0$ on $\mathcal{R}_{1}^{\sqrt{2}}$, so that $f$ is not reconstructed by the back projection $\mathcal{B}(\mathcal{R} f)$ of its Radon transform $\mathcal{R} f$, i.e., $f \neq \mathcal{B}(\mathcal{R} f)$.

Figure 9.5 shows another counterexample by graphical illustration: In this case, the back projection $\mathcal{B}$ is applied to the Radon transform $\mathcal{R} f$ of the Shepp-Logan phantom $f$ (cf. Figure 9.4). Observe that the sharp edges of phantom $f$ are blurred by the back projection $\mathcal{B}$. In relevant applications, in particular for clinical diagnostics, such smoothing effects are clearly undesired. In the following discussion, we show how we can avoid such undesired effects by the application of filters.


Fig. 9.5. The Shepp-Logan phantom $f$ and its back projection $\mathcal{B}(\mathcal{R} f)$.

Now we turn to the inversion of the Radon transform. To this end, we work with the continuous Fourier transform $\mathcal{F}$, which we apply to bivariate functions $f \equiv f(x, y)$ in Cartesian coordinates as usual, i.e., by using the bivariate Fourier transform $\mathcal{F} \equiv \mathcal{F}_{2}$. But for functions $h \equiv h(t, \theta)$ in polar coordinates we apply the univariate Fourier transform $\mathcal{F} \equiv \mathcal{F}_{1}$ to variable $t \in \mathbb{R}$, i.e., we keep the angle $\theta \in[0, \pi)$ fixed.

Definition 9.13. For a function $f \equiv f(x, y) \in \mathrm{L}^{1}\left(\mathbb{R}^{2}\right)$ in Cartesian coordinates the Fourier transform $\mathcal{F}_{2} f$ of $f$ is defined as

$$
\left(\mathcal{F}_{2} f\right)(X, Y)=\int_{\mathbb{R}^{2}} f(x, y) \mathrm{e}^{-\mathrm{i}(x X+y Y)} \mathrm{d}(x, y) .
$$

For a function $h \equiv h(t, \theta)$ in polar coordinates satisfying $h(\cdot, \theta) \in \mathrm{L}^{1}(\mathbb{R})$, for all $\theta \in[0, \pi)$, the univariate Fourier transform $\mathcal{F}_{1} h$ of $h$ is defined as

$$
\left(\mathcal{F}_{1} h\right)(S, \theta)=\int_{\mathbb{R}} h(t, \theta) \mathrm{e}^{-\mathrm{i} S t} \mathrm{~d} t \quad \text { for } \theta \in[0, \pi)
$$

The following result will lead us directly to the inversion of the Radon transform. In fact, the Fourier slice theorem (also often referred to as central slice theorem) is an important result in Fourier analysis.

Theorem 9.14. (Fourier slice theorem). For $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$, we have

$$
\begin{equation*}
\mathcal{F}_{2} f(S \cos (\theta), S \sin (\theta))=\mathcal{F}_{1}(\mathcal{R} f)(S, \theta) \quad \text { for all } S \in \mathbb{R}, \theta \in[0, \pi) \tag{9.14}
\end{equation*}
$$

Proof. For $f \equiv f(x, y) \in \mathrm{L}^{1}\left(\mathbb{R}^{2}\right)$, we consider the Fourier transform

$$
\begin{equation*}
\mathcal{F}_{2} f(S \cos (\theta), S \sin (\theta))=\int_{\mathbb{R}} \int_{\mathbb{R}} f(x, y) \mathrm{e}^{-i S(x \cos (\theta)+y \sin (\theta))} \mathrm{d} x \mathrm{~d} y \tag{9.15}
\end{equation*}
$$

at $(S, \theta) \in \mathbb{R} \times[0, \pi)$. By the variable transformation (9.6), the right hand side in (9.15) can be represented as

$$
\int_{\mathbb{R}} \int_{\mathbb{R}} f(t \cos (\theta)-s \sin (\theta), t \sin (\theta)+s \cos (\theta)) \mathrm{e}^{-\mathrm{i} S t} \mathrm{~d} s \mathrm{~d} t
$$

or, as

$$
\int_{\mathbb{R}}\left(\int_{\mathbb{R}} f(t \cos (\theta)-s \sin (\theta), t \sin (\theta)+s \cos (\theta)) \mathrm{d} s\right) \mathrm{e}^{-\mathrm{i} S t} \mathrm{~d} t .
$$

Note that the inner integral coincides with the Radon transform $\mathcal{R} f(t, \theta)$. But this already implies the stated identity

$$
\mathcal{F}_{2} f(S \cos (\theta), S \sin (\theta))=\int_{\mathbb{R}} \mathcal{R} f(t, \theta) \mathrm{e}^{-\mathrm{i} S t} \mathrm{~d} t=\mathcal{F}_{1}(\mathcal{R} f)(S, \theta)
$$

## Theorem 9.15. (Filtered back projection formula).

 For $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right) \cap \mathscr{C}\left(\mathbb{R}^{2}\right)$, the filtered back projection formula$$
\begin{equation*}
f(x, y)=\frac{1}{2} \mathcal{B}\left(\mathcal{F}_{1}^{-1}\left[|S| \mathcal{F}_{1}(\mathcal{R} f)(S, \theta)\right]\right)(x, y) \quad \text { for all }(x, y) \in \mathbb{R}^{2} \tag{9.16}
\end{equation*}
$$

holds.
Proof. For $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right) \cap \mathscr{C}\left(\mathbb{R}^{2}\right)$, we have the Fourier inversion formula

$$
f(x, y)=\mathcal{F}_{2}^{-1}\left(\mathcal{F}_{2} f\right)(x, y)=\frac{1}{4 \pi^{2}} \int_{\mathbb{R}} \int_{\mathbb{R}}\left(\mathcal{F}_{2} f\right)(X, Y) \mathrm{e}^{\mathrm{i}(x X+y Y)} \mathrm{d} X \mathrm{~d} Y
$$

Changing variables from Cartesian coordinates $(X, Y)$ to polar coordinates,

$$
(X, Y)=(S \cos (\theta), S \sin (\theta)) \quad \text { for } S \in \mathbb{R} \text { and } \theta \in[0, \pi)
$$

and by $\mathrm{d} X \mathrm{~d} Y=|S| \mathrm{d} S \mathrm{~d} \theta$ we get the representation

$$
f(x, y)=\frac{1}{4 \pi^{2}} \int_{0}^{\pi} \int_{\mathbb{R}} \mathcal{F}_{2} f(S \cos (\theta), S \sin (\theta)) \mathrm{e}^{\mathrm{i} S(x \cos (\theta)+y \sin (\theta))}|S| \mathrm{d} S \mathrm{~d} \theta .
$$

By the representation (9.14) in the Fourier slice theorem, this yields

$$
\begin{aligned}
f(x, y) & =\frac{1}{4 \pi^{2}} \int_{0}^{\pi} \int_{\mathbb{R}} \mathcal{F}_{1}(\mathcal{R} f)(S, \theta) \mathrm{e}^{\mathrm{i} S(x \cos (\theta)+y \sin (\theta))}|S| \mathrm{d} S \mathrm{~d} \theta \\
& =\frac{1}{2 \pi} \int_{0}^{\pi} \mathcal{F}_{1}^{-1}\left[|S| \mathcal{F}_{1}(\mathcal{R} f)(S, \theta)\right](x \cos (\theta)+y \sin (\theta)) \mathrm{d} \theta \\
& =\frac{1}{2} \mathcal{B}\left(\mathcal{F}_{1}^{-1}\left[|S| \mathcal{F}_{1}(\mathcal{R} f)(S, \theta)\right]\right)(x, y) .
\end{aligned}
$$

Therefore, the reconstruction problem, Problem 9.5, is solved analytically. But the application of the formula (9.16) leads to critical numerical problems.

Remark 9.16. The filtered back projection (FBP) formula (9.16) is numerically unstable. We can explain this as follows. In the FBP formula (9.16) the Fourier transform $\mathcal{F}_{1}(\mathcal{R} f)$ of the Radon transform $\mathcal{R} f$ is being multiplied by the factor $|S|$. According to the jargon of signal processing, we say that $\mathcal{F}_{1}(\mathcal{R} f)$ is being filtered by $|S|$, which, on this occasion, explains the naming filtered back projection. Now the multiplication by the filter $|S|$ in (9.16) is very critical for high frequencies $S$, i.e., for $S$ with large magnitude $|S|$. In fact, by the FBP formula (9.16) the high-frequency components in $\mathcal{R} f$ are amplified by the factor $|S|$. This is particularly critical for noisy Radon data, since the high-frequency noise level of the recorded signals $\mathcal{R} f$ is in this case exaggerated by application of the filter $|S|$.

Conclusion: The filtered back projection formula (9.16) is highly sensitive with respect to perturbations of the Radon data $\mathcal{R} f$ by noise. For this reason, the FBP formula (9.16) is entirely useless for practical purposes.

### 9.3 Construction of Low-Pass Filters

To stabilize the filtered back projection, we replace the filter $|S|$ in the FPB formula (9.16) by a specific low-pass filter. In the general context of Fourier analysis, a low-pass filter is a function $F \equiv F(S)$ of the frequency variable $S$, which maps high-frequency parts of a signal to zero. To this end, we usually require compact support for $F$, so that $\operatorname{supp}(F) \subseteq[-L, L]$ for a fixed bandwidth $L>0$, i.e., so that $F(S)=0$ for all frequencies $S$ with $|S|>L$.

In the particular context of the FBP formula (9.16), we require sufficient approximation quality for the low-pass filter $F$ within the frequency band $[-L, L]$, i.e.,

$$
F(S) \approx|S| \quad \text { on }[-L, L]
$$

To be more concrete on this, we explain our requirements for $F$ as follows.
Definition 9.17. Let $L>0$. Moreover, suppose that $W \in \mathrm{~L}^{\infty}(\mathbb{R})$ is an even function with compact support $\operatorname{supp}(W) \subseteq[-1,1]$ satisfying $W(0)=1$. A low-pass filter for the stabilization of (9.16) is a function $F: \mathbb{R} \longrightarrow \mathbb{R}$ of the form

$$
F(S)=|S| \cdot W(S / L) \quad \text { for } S \in \mathbb{R}
$$

where $L$ denotes the bandwidth and $W$ is the window of $F \equiv F_{L, W}$.
Now let us make a few examples for commonly used low-pass filters. In the following discussion,

$$
\sqcap_{L}(S) \equiv \chi_{[-L, L]}(S)=\left\{\begin{array}{l}
1 \text { for }|S| \leq L \\
0 \text { for }|S|>L,
\end{array}\right.
$$

is, for $L>0$, the indicator function of the interval $[-L, L]$, and we let $\Pi:=\Pi_{1}$.
Example 9.18. The Ram-Lak filter $F_{\text {RL }}$ is given by the window

$$
W_{\mathrm{RL}}(S)=\sqcap(S),
$$

so that

$$
F_{\mathrm{RL}}(S)=|S| \cdot \sqcap_{L}(S)=\left\{\begin{array}{cl}
|S| & \text { for }|S| \leq L \\
0 & \text { for }|S|>L
\end{array}\right.
$$

The Ram-Lak filter is shown in Figure 9.6 (a).
Example 9.19. The Shepp-Logan filter $F_{\text {SL }}$ is given by the window

$$
W_{\mathrm{SL}}(S)=\operatorname{sinc}(\pi S / 2) \cdot \Pi(S)
$$

so that

$$
F_{\mathrm{SL}}(S)=|S| \cdot \frac{\sin (\pi S /(2 L))}{\pi S /(2 L)} \cdot \Pi_{L}(S)=\left\{\begin{array}{cl}
\frac{2 L}{\pi} \cdot|\sin (\pi S /(2 L))| & \text { for }|S| \leq L \\
0 & \text { for }|S|>L
\end{array}\right.
$$

The Shepp-Logan filter is shown in Figure 9.6 (b).

(a) Ram-Lak filter

(b) Shepp-Logan filter

(c) cosine filter

Fig. 9.6. Three commonly used low-pass filters (see Examples 9.18-9.20).

(a) $\beta=0.5$

(b) $\beta=0.6$

(c) $\beta=0.7$

Fig. 9.7. The Hamming filter $F_{\beta}$ for $\beta \in\{0.5,0.6,0.7\}$ (see Example 9.21).

(a) $\alpha=2.5$

(b) $\alpha=5.0$

(c) $\alpha=10.0$

Fig. 9.8. The Gauss filter $F_{\alpha}$ for $\alpha \in\{2.5,5.0,10.0\}$ (see Example 9.22).

Example 9.20. The cosine filter $F_{\text {CF }}$ is given by the window

$$
W_{\mathrm{CF}}(S)=\cos (\pi S / 2) \cdot \sqcap(S),
$$

so that

$$
F_{\mathrm{CF}}(S)=|S| \cdot \cos (\pi S /(2 L)) \cdot \sqcap_{L}(S)=\left\{\begin{array}{cl}
|S| \cdot \cos (\pi S /(2 L)) & \text { for }|S| \leq L \\
0 & \text { for }|S|>L
\end{array}\right.
$$

The cosine filter is shown in Figure 9.6 (c).
Example 9.21. The Hamming filter $F_{\beta}$ is given by the window

$$
W_{\beta}(S)=(\beta+(1-\beta) \cos (\pi S)) \cdot \Pi(S) \quad \text { for } \beta \in[1 / 2,1]
$$

Note that the Hamming filter $F_{\beta}$ is a combination of the Ram-Lak filter $F_{\mathrm{RL}}$ and the cosine filter $F_{\mathrm{CF}}$. The Hamming filter $F_{\beta}$ is shown in Figure 9.7, for $\beta \in\{0.5,0.6,0.7\}$.

Example 9.22. The Gauss filter $F_{\alpha}$ is given by the window

$$
W_{\alpha}(S)=\exp \left(-(\pi S / \alpha)^{2}\right) \cdot \sqcap(S) \quad \text { for } \alpha>1
$$

The Gauss filter $F_{\alpha}$ is shown in Figure 9.8, for $\alpha \in\{2.5,5.0,10.0\}$.
If we replace the filter $|S|$ in (9.16) by a low-pass filter $F \equiv F(S)$, then the resulting reconstruction of $f$,

$$
\begin{equation*}
f_{F}(x, y):=\frac{1}{2} \mathcal{B}\left(\mathcal{F}_{1}^{-1}\left[F(S) \cdot \mathcal{F}_{1}(\mathcal{R} f)(S, \theta)\right]\right)(x, y) \tag{9.17}
\end{equation*}
$$

will no longer be exact, i.e., the function $f_{F}$ in (9.17) yields an approximate reconstruction of $f, f \approx f_{F}$. We analyze the approximation behaviour of $f_{F}$ later in this chapter. But we develop a suitable representation for $f_{F}$ in (9.17) already now.

Note that any low-pass filter $F$ is absolutely integrable, i.e., $F \in \mathrm{~L}^{1}(\mathbb{R})$. In particular, any low-pass filter $F$ has, in contrast to the filter $|S|$, an inverse Fourier transform $\mathcal{F}_{1}^{-1} F$. We use this observation to simplify the representation of $f_{F}$ in (9.17) by

$$
\begin{equation*}
f_{F}(x, y)=\frac{1}{2} \mathcal{B}\left(\left(\mathcal{F}_{1}^{-1} F * \mathcal{R} f\right)(S, \theta)\right)(x, y) \tag{9.18}
\end{equation*}
$$

To further simplify the representation in (9.18), we first prove a useful relation between $\mathcal{R}$ and $\mathcal{B}$. This relation involves the convolution product $*$ that we apply to bivariate functions in Cartesian coordinates and to bivariate functions in polar coordinates, according to the following definition.

Definition 9.23. For $f \equiv f(x, y) \in \mathrm{L}^{1}\left(\mathbb{R}^{2}\right)$ and $g \equiv g(x, y) \in \mathrm{L}^{1}\left(\mathbb{R}^{2}\right)$, the convolution $f * g$ between the functions $f$ and $g$ is defined as

$$
(f * g)(X, Y)=\int_{\mathbb{R}} \int_{\mathbb{R}} f(X-x, Y-y) g(x, y) \mathrm{d} x \mathrm{~d} y \quad \text { for } X, Y \in \mathbb{R}
$$

For $\theta \in[0, \pi)$ and functions $g(\cdot, \theta), h(\cdot, \theta) \in \mathrm{L}^{1}(\mathbb{R})$, the convolution $g * h$ between $g$ and $h$ is defined as

$$
(g * h)(T, \theta)=\int_{\mathbb{R}} g(T-t, \theta) h(t, \theta) \mathrm{d} t \quad \text { for } T \in \mathbb{R}
$$

Theorem 9.24. For $h \in \mathrm{~L}^{1}(\mathbb{R} \times[0, \pi))$ and $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$, we have the relation

$$
\begin{equation*}
\mathcal{B}(h * \mathcal{R} f)(X, Y)=(\mathcal{B} h * f)(X, Y) \quad \text { for all }(X, Y) \in \mathbb{R}^{2} \tag{9.19}
\end{equation*}
$$

Proof. For the right hand side in (9.19), we obtain the representation

$$
\begin{aligned}
& (\mathcal{B} h * f)(X, Y) \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}}(\mathcal{B} h)(X-x, Y-y) f(x, y) \mathrm{d} x \mathrm{~d} y \\
& =\frac{1}{\pi} \int_{\mathbb{R}} \int_{\mathbb{R}}\left[\int_{0}^{\pi} h((X-x) \cos (\theta)+(Y-y) \sin (\theta), \theta) \mathrm{d} \theta\right] f(x, y) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

By variable transformation on $(x, y)$ by (9.6) and $\mathrm{d} x \mathrm{~d} y=\mathrm{d} s \mathrm{~d} t$, we obtain

$$
\begin{aligned}
(\mathcal{B} h * f)(X, Y) & =\frac{1}{\pi} \int_{0}^{\pi} \int_{\mathbb{R}} h(X \cos (\theta)+Y \sin (\theta)-t, \theta)(\mathcal{R} f)(t, \theta) \mathrm{d} t \mathrm{~d} \theta \\
& =\frac{1}{\pi} \int_{0}^{\pi}(h * \mathcal{R} f)(X \cos (\theta)+Y \sin (\theta), \theta) \mathrm{d} \theta \\
& =\mathcal{B}(h * \mathcal{R} f)(X, Y)
\end{aligned}
$$

for all $(X, Y) \in \mathbb{R}^{2}$.
Theorem 9.24 and (9.18) provide a very useful representation for $f_{F}$, where we use the inverse Fourier transform $\mathcal{F}_{1}^{-1} F$ of the filter $F$ by

$$
\left(\mathcal{F}_{1}^{-1} F\right)(t, \theta):=\left(\mathcal{F}^{-1} F\right)(t) \quad \text { for } t \in \mathbb{R} \text { and } \theta \in[0, \pi)
$$

as a bivariate function.
Corollary 9.25. Let $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$. Moreover, let $F$ be a filter satisfying $\mathcal{F}_{1}^{-1} F \in \mathrm{~L}^{1}(\mathbb{R} \times[0, \pi))$. Then, the representation

$$
\begin{equation*}
f_{F}(x, y)=\frac{1}{2}\left(\mathcal{B}\left(\mathcal{F}_{1}^{-1} F\right) * f\right)(x, y)=\left(K_{F} * f\right)(x, y) \tag{9.20}
\end{equation*}
$$

holds, where

$$
K_{F}(x, y):=\frac{1}{2} \mathcal{B}\left(\mathcal{F}_{1}^{-1} F\right)(x, y)
$$

denotes the convolution kernel of the low-pass filter $F$.

Remark 9.26. The statement of Corollary 9.25 does also hold without the assumption $\mathcal{F}_{1}^{-1} F \in \mathrm{~L}^{1}(\mathbb{R} \times[0, \pi))$, see [5]. Therefore, in Section 9.4 , we apply Corollary 9.25 without any assumptions on the low-pass filter $F$.

### 9.4 Error Estimates and Convergence Rates

To evaluate the quality of low-pass filters $F$, we analyze the intrinsic $\mathrm{L}^{2}$-error

$$
\begin{equation*}
\left\|f-f_{F}\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{2}\right)} \tag{9.21}
\end{equation*}
$$

that is incurred by the utilization of $F$. To this end, we consider for $\alpha>0$ the Sobolev ${ }^{4}$ space

$$
\mathrm{H}^{\alpha}\left(\mathbb{R}^{2}\right)=\left\{g \in \mathrm{~L}^{2}\left(\mathbb{R}^{2}\right) \mid\|g\|_{\alpha}<\infty\right\} \subset \mathrm{L}^{2}\left(\mathbb{R}^{2}\right),
$$

equipped with the norm $\|\cdot\|_{\alpha}$, where

$$
\|g\|_{\alpha}^{2}=\frac{1}{4 \pi^{2}} \int_{\mathbb{R}} \int_{\mathbb{R}}\left(1+x^{2}+y^{2}\right)^{\alpha}|\mathcal{F} g(x, y)|^{2} \mathrm{~d} x \mathrm{~d} y \quad \text { for } g \in \mathrm{H}^{\alpha}\left(\mathbb{R}^{2}\right)
$$

where we apply the bivariate Fourier transform, i.e., $\mathcal{F}=\mathcal{F}_{2}$.
We remark that estimates for the $\mathrm{L}^{2}$-error in (9.21) and for the $\mathrm{L}^{p}$-error were proven by Madych [44] in 1990. Moreover, pointwise error estimates and $\mathrm{L}^{\infty}$-estimates were studied by Munshi et al. [52, 53, 54] in 1991-1993. However, we do not further pursue their techniques here. Instead of this, we work with a more recent account by Beckmann [4, 5]. The following result of Beckmann [5] leads us, without any detour, to useful $\mathrm{L}^{2}$-error estimates under rather weak assumptions on $f$ and $F$ in (9.21).

Theorem 9.27. For $\alpha>0$, let $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right) \cap \mathrm{H}^{\alpha}\left(\mathbb{R}^{2}\right)$ and $W \in \mathrm{~L}^{\infty}(\mathbb{R})$. Then, we have for the $\mathrm{L}^{2}$-error (9.21) of the reconstruction $f_{F}=f * K_{F}$ in (9.20) the estimate

$$
\begin{equation*}
\left\|f-f_{F}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq\left(\Phi_{\alpha, W}^{1 / 2}(L)+L^{-\alpha}\right)\|f\|_{\alpha} \tag{9.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{\alpha, W}(L):=\sup _{S \in[-1,1]} \frac{(1-W(S))^{2}}{\left(1+L^{2} S^{2}\right)^{\alpha}} \quad \text { for } L>0 \tag{9.23}
\end{equation*}
$$

Proof. By $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right) \cap \mathrm{H}^{\alpha}\left(\mathbb{R}^{2}\right)$, for $\alpha>0$, we have $f \in \mathrm{~L}^{2}\left(\mathbb{R}^{2}\right)$. Moreover, we have $f_{F} \in \mathrm{~L}^{2}\left(\mathbb{R}^{2}\right)$, as shown in [5]. By application of the Fourier convolution theorem on $\mathrm{L}^{2}\left(\mathbb{R}^{2}\right)$, Theorem 7.43 , in combination with the Plancherel theorem, Theorem 7.45, we get the representation

[^56]\[

$$
\begin{align*}
\left\|f-f * K_{F}\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{2}\right)}^{2} & =\frac{1}{4 \pi^{2}}\left\|\mathcal{F} f-\mathcal{F} f \cdot \mathcal{F} K_{F}\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{2} ; \mathbb{C}\right)}^{2} \\
& =\frac{1}{4 \pi^{2}}\left\|\mathcal{F} f-W_{L} \cdot \mathcal{F} f\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{2} ; \mathbb{C}\right)}^{2} \tag{9.24}
\end{align*}
$$
\]

where for the scaled window $W_{L}(S):=W(S / L), S \in \mathbb{R}$, we used the identity

$$
\begin{equation*}
W_{L}\left(\|(x, y)\|_{2}\right)=\mathcal{F} K_{F}(x, y) \quad \text { for almost every }(x, y) \in \mathbb{R}^{2} \tag{9.25}
\end{equation*}
$$

(see Exercise 9.44). Since $\operatorname{supp}\left(W_{L}\right) \subset[-L, L]$, we can split the square error in (9.24) into a sum of two integrals,

$$
\begin{align*}
& \frac{1}{4 \pi^{2}}\left\|\mathcal{F} f-W_{L} \cdot \mathcal{F} f\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{2} ; \mathbb{C}\right)}^{2} \\
& =\frac{1}{4 \pi^{2}} \int_{\|(x, y)\|_{2} \leq L}\left|\left(\mathcal{F} f-W_{L} \cdot \mathcal{F} f\right)(x, y)\right|^{2} \mathrm{~d}(x, y)  \tag{9.26}\\
& \quad+\frac{1}{4 \pi^{2}} \int_{\|(x, y)\|_{2}>L}|\mathcal{F} f(x, y)|^{2} \mathrm{~d}(x, y) . \tag{9.27}
\end{align*}
$$

By $f \in \mathrm{H}^{\alpha}\left(\mathbb{R}^{2}\right)$, we estimate the integral in (9.27) from above by

$$
\begin{align*}
& \frac{1}{4 \pi^{2}} \int_{\|(x, y)\|_{2}>L}|\mathcal{F} f(x, y)|^{2} \mathrm{~d}(x, y) \\
& \leq \frac{1}{4 \pi^{2}} \int_{\|(x, y)\|_{2}>L}\left(1+x^{2}+y^{2}\right)^{\alpha} L^{-2 \alpha}|\mathcal{F} f(x, y)|^{2} \mathrm{~d}(x, y) \\
& \leq L^{-2 \alpha}\|f\|_{\alpha}^{2}, \tag{9.28}
\end{align*}
$$

whereas for the integral in (9.26), we obtain the estimate

$$
\begin{align*}
& \frac{1}{4 \pi^{2}} \int_{\|(x, y)\|_{2} \leq L}\left|\left(\mathcal{F} f-W_{L} \cdot \mathcal{F} f\right)(x, y)\right|^{2} \mathrm{~d}(x, y) \\
& =\frac{1}{4 \pi^{2}} \int_{\|(x, y)\|_{2} \leq L} \frac{\left|1-W_{L}\left(\|(x, y)\|_{2}\right)\right|^{2}}{\left(1+x^{2}+y^{2}\right)^{\alpha}}\left(1+x^{2}+y^{2}\right)^{\alpha}|\mathcal{F} f(x, y)|^{2} \mathrm{~d}(x, y) \\
& \leq\left(\sup _{S \in[-L, L]} \frac{\left(1-W_{L}(S)\right)^{2}}{\left(1+S^{2}\right)^{\alpha}}\right) \frac{1}{4 \pi^{2}} \int_{\mathbb{R}} \int_{\mathbb{R}}\left(1+x^{2}+y^{2}\right)^{\alpha}|\mathcal{F} f(x, y)|^{2} \mathrm{~d} x \mathrm{~d} y \\
& =\left(\sup _{S \in[-1,1]} \frac{(1-W(S))^{2}}{\left(1+L^{2} S^{2}\right)^{\alpha}}\right)\|f\|_{\alpha}^{2} \\
& =\Phi_{\alpha, W}(L) \cdot\|f\|_{\alpha}^{2} . \tag{9.29}
\end{align*}
$$

Finally, the sum of the two upper bounds in (9.29) and in (9.28) yields the stated error estimate in (9.22).

Remark 9.28. For the Ram-Lak filter from Example 9.18, we have $W \equiv 1$ on $[-1,1]$, and so $\Phi_{\alpha, W} \equiv 0$. In this case, Theorem 9.27 yields the error estimate

$$
\left\|f-f_{F}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq L^{-\alpha}\|f\|_{\alpha}=\mathcal{O}\left(L^{-\alpha}\right) \quad \text { for } L \rightarrow \infty
$$

This further implies $\mathrm{L}^{2}$-convergence, i.e., $f_{F} \longrightarrow f$ for $L \rightarrow \infty$, for the reconstruction method $f_{F}$ at convergence rate $\alpha$.

In our subsequent analysis concerning arbitrary low-pass filters $F$, we use the following result from [4] to prove $\mathrm{L}^{2}$-convergence $f_{F} \longrightarrow f$, for $L \rightarrow \infty$, i.e.,

$$
\left\|f-f_{F}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \longrightarrow 0 \quad \text { for } L \rightarrow \infty
$$

Theorem 9.29. Let $W \in \mathscr{C}[-1,1]$ satisfy $W(0)=1$. Then, we have, for any $\alpha>0$, the convergence

$$
\begin{equation*}
\Phi_{\alpha, W}(L)=\max _{S \in[0,1]} \frac{(1-W(S))^{2}}{\left(1+L^{2} S^{2}\right)^{\alpha}} \longrightarrow 0 \quad \text { for } L \rightarrow \infty \tag{9.30}
\end{equation*}
$$

Proof. Let $S_{\alpha, W, L}^{*} \in[0,1]$ be the smallest maximum on $[0,1]$ for the function

$$
\Phi_{\alpha, W, L}(S):=\frac{(1-W(S))^{2}}{\left(1+L^{2} S^{2}\right)^{\alpha}} \quad \text { for } S \in[0,1]
$$

Case 1: Suppose $S_{\alpha, W, L}^{*}$ is uniformly bounded away from zero, i.e., we have $S_{\alpha, W, L}^{*} \geq c>0$ for all $L>0$, for some $c \equiv c_{\alpha, W}>0$. Then,

$$
0 \leq \Phi_{\alpha, W, L}\left(S_{\alpha, W, L}^{*}\right)=\frac{\left(1-W\left(S_{\alpha, W, L}^{*}\right)\right)^{2}}{\left(1+L^{2}\left(S_{\alpha, W, L}^{*}\right)^{2}\right)^{\alpha}} \leq \frac{\|1-W\|_{\infty,[-1,1]}^{2}}{\left(1+L^{2} c^{2}\right)^{\alpha}} \longrightarrow 0
$$

holds for $L \rightarrow \infty$.
Case 2: Suppose $S_{\alpha, W, L}^{*} \longrightarrow 0$ for $L \rightarrow \infty$. Then, we have

$$
0 \leq \Phi_{\alpha, W, L}\left(S_{\alpha, W, L}^{*}\right)=\frac{\left(1-W\left(S_{\alpha, W, L}^{*}\right)\right)^{2}}{\left(1+L^{2}\left(S_{\alpha, W, L}^{*}\right)^{2}\right)^{\alpha}} \leq\left(1-W\left(S_{\alpha, W, L}^{*}\right)\right)^{2} \longrightarrow 0
$$

for $L \rightarrow \infty$, by the continuity of $W$ and with $W(0)=1$.
Now the convergence of the reconstruction method $f_{F}$ follows directly from Theorems 9.27 and 9.29.

Corollary 9.30. For $\alpha>0$, let $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right) \cap \mathrm{H}^{\alpha}\left(\mathbb{R}^{2}\right)$. Moreover, let $W$ be a continuous window on $[0,1]$ satisfying $W(0)=1$. Then, the convergence

$$
\begin{equation*}
\left\|f-f_{F}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \longrightarrow 0 \quad \text { for } L \rightarrow \infty \tag{9.31}
\end{equation*}
$$

holds.
We remark that the assumptions in Corollary 9.30,

$$
W \in \mathscr{C}([0,1]) \quad \text { and } \quad W(0)=1
$$

are satisfied by all windows $W$ of the low-pass filters $F$ in Examples 9.18-9.22. A more detailed discussion on error estimates and convergence rates for FBP reconstruction methods $f_{F}$ can be found in the work [4] of Beckmann.

### 9.5 Implementation of the Reconstruction Method

In this section, we explain how to implement the FBP reconstruction method efficiently. The starting point for our discussion is the representation (9.18), whereby, for a fixed low-pass filter $F$, the corresponding reconstruction $f_{F}$, is given as

$$
\begin{equation*}
f_{F}(x, y)=\frac{1}{2} \mathcal{B}\left(\left(\mathcal{F}_{1}^{-1} F * \mathcal{R} f\right)(S, \theta)\right)(x, y) . \tag{9.32}
\end{equation*}
$$

Obviously, we can only acquire and process finitely many Radon data $\mathcal{R} f(t, \theta)$ in practice. In the acquisition of Radon data, the X-ray beams are usually generated, such that the resulting Radon lines $\ell_{t, \theta} \subset \Omega$ are distributed in the image domain $\Omega \subset \mathbb{R}^{2}$ on regular geometries.

### 9.5.1 Parallel Beam Geometry

A commonly used method of data acquisition is referred to as parallel beam geometry. In this method, the Radon lines $\ell_{t, \theta}$ are collected in subsets of parallel lines. We can explain this more precisely as follows. For a uniform discretization of the angular variable $\theta \in[0, \pi)$ with $N$ distinct angles

$$
\theta_{k}:=k \pi / N \quad \text { for } k=0, \ldots, N-1
$$

and for a fixed sampling rate $d>0$ with

$$
t_{j}:=j \cdot d \quad \text { for } j=-M, \ldots, M \text {, }
$$

a constant number of $2 M+1$ Radon data is recorded per angle $\theta_{k} \in[0, \pi)$, along the parallel Radon lines $\left\{\ell_{t_{j}, \theta_{k}} \mid j=-M, \ldots, M\right\}$. Therefore, the resulting discretization of the Radon transform consists of $N \times(2 M+1)$ Radon data

$$
\begin{equation*}
\left\{\mathcal{R} f\left(t_{j}, \theta_{k}\right) \mid j=-M, \ldots, M \text { and } k=0, \ldots, N-1\right\} . \tag{9.33}
\end{equation*}
$$

Figure 9.9 shows 110 Radon lines $\ell_{t_{j}, \theta_{k}} \cap[-1,1]^{2}$ on parallel beam geometry for $N=10$ angles $\theta_{k}$ and $2 M+1=11$ Radon lines per angle.


Fig. 9.9. Parallel beam geometry. Regular distribution of 110 Radon lines $\ell_{t_{j}, \theta_{k}}$, for $N=10$ angles $\theta_{k}, 2 M+1=11$ Radon lines per angle, at sampling rate $d=0.2$.

### 9.5.2 Inverse Fourier transform of the low-pass filters

For our implementation of the FBP reconstruction method $f_{F}$ in (9.32), we need the inverse Fourier transforms of the chosen low-pass filter $F$. Note that any low-pass filter $F$ is, according to Definition 9.17, an even function. Therefore, the inverse Fourier transform $\mathcal{F}^{-1} F$ of $F$ is an inverse cosine transform. This observation will simplify our following computations for $\mathcal{F}^{-1} F$.

We start with the Ram-Lak filter from Example 9.18.
Proposition 9.31. The inverse Fourier transform of the Ram-Lak filter

$$
F_{\mathrm{RL}}(S)=|S| \cdot \sqcap(S) \quad \text { for } S \in \mathbb{R}
$$

is given by

$$
\begin{equation*}
\mathcal{F}^{-1} F_{\mathrm{RL}}(t)=\frac{1}{\pi}\left[\frac{(L t) \cdot \sin (L t)}{t^{2}}-\frac{2 \cdot \sin ^{2}(L t / 2)}{t^{2}}\right] \quad \text { for } t \in \mathbb{R} \tag{9.34}
\end{equation*}
$$

The evaluation of $\mathcal{F}^{-1} F_{\mathrm{RL}}$ at $t_{j}=j d$, with sampling rate $d=\pi / L>0$, yields

$$
\mathcal{F}^{-1} F_{\mathrm{RL}}(\pi j / L)=\left\{\begin{array}{cl}
L^{2} /(2 \pi) & \text { for } j=0  \tag{9.35}\\
0 & \text { for } j \neq 0 \text { even } \\
-2 L^{2} /\left(\pi^{3} \cdot j^{2}\right) & \text { for } j \text { odd }
\end{array}\right.
$$

Proof. The inverse Fourier transform $\mathcal{F}^{-1} F_{\mathrm{RL}}$ of the even function $F_{\mathrm{RL}}$ is given by the inverse cosine transform

$$
\mathcal{F}^{-1} F_{\mathrm{RL}}(t)=\frac{1}{\pi} \int_{0}^{L} S \cdot \cos (t S) \mathrm{d} S
$$

Now we can compute the representation in (9.34) by elementary calculations,

$$
\begin{aligned}
\mathcal{F}^{-1} F_{\mathrm{RL}}(t) & =\frac{1}{\pi}\left[\frac{\cos (t S)+(t S) \cdot \sin (t S)}{t^{2}}\right]_{S=0}^{S=L} \\
& =\frac{1}{\pi}\left[\frac{\cos (L t)+(L t) \cdot \sin (L t)-1}{t^{2}}\right] \\
& =\frac{1}{\pi}\left[\frac{(L t) \cdot \sin (L t)}{t^{2}}-\frac{2 \cdot \sin ^{2}(L t / 2)}{t^{2}}\right]
\end{aligned}
$$

where we use the trigonometric identity $\cos (\theta)=1-2 \cdot \sin ^{2}(\theta / 2)$.
For the evaluation of $\mathcal{F}^{-1} F_{\mathrm{RL}}$ at $t=\pi j / L$, we obtain

$$
\begin{aligned}
\mathcal{F}^{-1} F_{\mathrm{RL}}(\pi j / L) & =\frac{1}{\pi}\left(\frac{(\pi j) \cdot \sin (\pi j)}{(\pi j / L)^{2}}-\frac{2 \cdot \sin ^{2}(\pi j / 2)}{(\pi j / L)^{2}}\right) \\
& =\frac{L^{2}}{2 \pi}\left(\frac{2 \cdot \sin (\pi j)}{\pi j}-\left[\frac{\sin (\pi j / 2)}{(\pi j / 2)}\right]^{2}\right)
\end{aligned}
$$

and this already yields the stated representation in (9.35).

Next, we consider the Shepp-Logan filter from Example 9.19.
Proposition 9.32. The Shepp-Logan filter

$$
F_{\mathrm{SL}}(S)=\left\{\begin{array}{cl}
\frac{2 L}{\pi} \cdot|\sin (\pi S /(2 L))| & \text { for }|S| \leq L \\
0 & \text { for }|S|>L
\end{array}\right.
$$

has the inverse Fourier transform

$$
\mathcal{F}^{-1} F_{\mathrm{SL}}(t)=\frac{L}{\pi^{2}}\left(\frac{\cos (L t-\pi / 2)-1}{t-\pi /(2 L)}-\frac{\cos (L t+\pi / 2)-1}{t+\pi /(2 L)}\right) \quad \text { for } t \in \mathbb{R} .
$$

The evaluation of $\mathcal{F}^{-1} F_{\mathrm{SL}}$ at $t_{j}=j d$, with sampling rate $d=\pi / L>0$, yields

$$
\begin{equation*}
\mathcal{F}^{-1} F_{\mathrm{SL}}(\pi j / L)=\frac{4 L^{2}}{\pi^{3}\left(1-4 j^{2}\right)} \tag{9.36}
\end{equation*}
$$

Proof. We compute the inverse Fourier transform $\mathcal{F}^{-1} F_{\mathrm{SL}}$ by

$$
\begin{aligned}
\mathcal{F}^{-1} F_{\mathrm{SL}}(t) & =\frac{1}{\pi} \int_{0}^{L} \frac{2 L}{\pi} \cdot \sin (\pi S /(2 L)) \cdot \cos (t S) \mathrm{d} S \\
& =\frac{L}{\pi^{2}}\left[\frac{\cos ((t-\pi /(2 L)) S)}{t-\pi /(2 L)}-\frac{\cos ((t+\pi /(2 L)) S)}{t+\pi /(2 L)}\right]_{S=0}^{S=L},
\end{aligned}
$$

where we used the trigonometric addition formula

$$
2 \sin \left(\frac{x-y}{2}\right) \cos \left(\frac{x+y}{2}\right)=\sin (x)-\sin (y)
$$

for $x=(t+\pi /(2 L)) S$ and $y=(t-\pi /(2 L)) S$.
For the evaluation of $\mathcal{F}^{-1} F_{\text {SL }}$ at $t=\pi j / L$, we obtain

$$
\begin{aligned}
\mathcal{F}^{-1} F_{\mathrm{SL}}(\pi j / L) & =\frac{L}{\pi^{2}}\left(\left[\frac{\cos (\pi j-\pi / 2)}{\pi j / L-\pi /(2 L)}-\frac{\cos (\pi j+\pi / 2)}{\pi j / L+\pi /(2 L)}\right]\right. \\
& \left.=\frac{L}{\pi^{2}}\left(\frac{1}{\pi j / L-\pi /(2 L)}-\frac{1}{\pi j / L+\pi /(2 L)}\right]\right) \\
& =\frac{4 L^{2}}{\pi^{3}\left(1-4 j^{2}\right)}
\end{aligned}
$$

This completes our proof for the stated representation in (9.36).
For the inverse Fourier transforms of the remaining filters $F$ from Examples 9.20-9.22 we refer to Exercise 9.43.

### 9.5.3 Discretization of the Convolution

Next, we discretize the convolution operator $*$ in (9.32). Our purpose for doing so is to approximate, for any angle $\theta \equiv \theta_{k} \in[0, \pi), k=0, \ldots, N-1$, the convolution product

$$
\begin{equation*}
\left(\mathcal{F}_{1}^{-1} F * \mathcal{R} f\right)(S, \theta)=\int_{\mathbb{R}}\left(\mathcal{F}_{1}^{-1} F\right)(S-t) \cdot \mathcal{R} f(t, \theta) \mathrm{d} t \tag{9.37}
\end{equation*}
$$

between the functions

$$
u(t)=\mathcal{F}_{1}^{-1} F(t) \quad \text { and } \quad v(t)=\mathcal{R} f(t, \theta) \quad \text { for } t \in \mathbb{R}
$$

from discrete data

$$
u_{j}=\mathcal{F}_{1}^{-1} F\left(t_{j}\right) \quad \text { and } \quad v_{j}=\mathcal{R} f\left(t_{j}, \theta_{k}\right) \quad \text { for } j \in \mathbb{Z},
$$

which we acquire at $t_{j}=j \cdot d$ with sampling rate $d=\pi / L$. To this end, we replace the integral in (9.37), by application of the composite rectangle rule, with the (infinite) sum

$$
\begin{equation*}
\left(\mathcal{F}_{1}^{-1} F * \mathcal{R} f\right)\left(t_{m}, \theta_{k}\right) \approx \frac{\pi}{L} \sum_{j \in \mathbb{Z}} u_{m-j} \cdot v_{j} \quad \text { for } m \in \mathbb{Z} \tag{9.38}
\end{equation*}
$$

i.e., we evaluate the convolution $u * v$ at $S=t_{m}=\pi m / L, m \in \mathbb{Z}$, numerically.

For the convergence of the sum in (9.38), we require $\left(u_{j}\right)_{j \in \mathbb{Z}},\left(v_{j}\right)_{j \in \mathbb{Z}} \in \ell^{1}$. But in relevant application scenarios the situation is much easier. Indeed, we can assume compact support for the target attenuation-coefficient function $f$. In this case, the Radon transform $v=\mathcal{R} f(\cdot, \theta)$ also has compact support, for all $\theta \in[0, \pi)$, and so only finitely many Radon data in $\left(v_{j}\right)_{j \in \mathbb{Z}}$ do not vanish, so that the sum in (9.38) is finite.

According to our discussion concerning parallel beam geometry, we assume for the Radon data $\left\{\mathcal{R} f\left(t_{j}, \theta_{k}\right)\right\}_{j \in \mathbb{Z}}$, for any angle $\theta_{k}=k \pi / N \in[0, \pi)$, the form

$$
v_{j}=\mathcal{R} f\left(t_{j}, \theta_{k}\right) \quad \text { for } j=-M, \ldots, M
$$

But we choose $M \in \mathbb{N}$ large enough, so that $v_{j}=0$ for all $|j|>M$. In this way, we can represent the series in (9.38) as a finite sum. This finally yields by

$$
\begin{equation*}
\left(\mathcal{F}_{1}^{-1} F * \mathcal{R} f\right)\left(t_{m}, \theta_{k}\right) \approx \frac{\pi}{L} \sum_{j=-M}^{M} u_{m-j} \cdot v_{j} \quad \text { for } m \in \mathbb{Z} \tag{9.39}
\end{equation*}
$$

a suitable discretization for the convolution product $\left(\mathcal{F}_{1}^{-1} F * \mathcal{R} f\right)$.

### 9.5.4 Discretization of the Back Projection

Finally, we turn to the discretization of the back projection. Recall that, according to Definition 9.10, the back projection of $h \in \mathrm{~L}^{1}(\mathbb{R} \times[0, \pi))$ at $(x, y)$ is defined as

$$
\begin{equation*}
\mathcal{B} h(x, y)=\frac{1}{\pi} \int_{0}^{\pi} h(x \cos (\theta)+y \sin (\theta), \theta) d \theta \quad \text { for }(x, y) \in \mathbb{R}^{2} \tag{9.40}
\end{equation*}
$$

Further recall that for the FBP reconstruction method $f_{F}$ in (9.32), the back projection $\mathcal{B}$ is applied to the function

$$
\begin{equation*}
h(S, \theta)=\left(\mathcal{F}_{1}^{-1} F * \mathcal{R} f\right)(S, \theta) \tag{9.41}
\end{equation*}
$$

To numerically compute the integral in (9.40) at $(x, y)$, we apply the composite rectangle rule, whereby

$$
\begin{equation*}
\mathcal{B} h(x, y) \approx \frac{1}{N} \sum_{k=0}^{N-1} h\left(x \cos \left(\theta_{k}\right)+y \sin \left(\theta_{k}\right), \theta_{k}\right) \tag{9.42}
\end{equation*}
$$

This, however, leads us to the following problem.
To approximate $\mathcal{B} h(x, y)$ in (9.42) over the Cartesian grid of pixel points $(x, y)$ we need, for any angle $\theta_{k}, k=0, \ldots, N-1$, the values $h\left(t, \theta_{k}\right)$ at

$$
\begin{equation*}
t=x \cos \left(\theta_{k}\right)+y \sin \left(\theta_{k}\right) . \tag{9.43}
\end{equation*}
$$

In the previous section, we have shown how to evaluate $h$ in (9.41) at polar coordinates $\left(t_{m}, \theta_{k}\right)$ numerically from input data of the form

$$
\begin{equation*}
h\left(t_{m}, \theta_{k}\right)=\left(\mathcal{F}_{1}^{-1} F * \mathcal{R} f\right)\left(t_{m}, \theta_{k}\right) \quad \text { for } m \in \mathbb{Z} \tag{9.44}
\end{equation*}
$$

Now note that $t$ in (9.43) is not necessarily contained in the set $\left\{t_{m}\right\}_{m \in \mathbb{Z}}$. But we can determine the value $h\left(t, \theta_{k}\right)$ at $t=x \cos \left(\theta_{k}\right)+y \sin \left(\theta_{k}\right)$ from the data in (9.44) by interpolation, where we recommend the following methods.
Piecewise constant interpolation: In this method, the value $h\left(t, \theta_{k}\right)$ at $t \in\left[t_{m}, t_{m+1}\right)$ is approximated by

$$
h\left(t, \theta_{k}\right) \approx \mathcal{I}_{0} h\left(t, \theta_{k}\right):= \begin{cases}h\left(t_{m}, \theta_{k}\right) & \text { for } t-t_{m} \leq t_{m+1}-t \\ h\left(t_{m+1}, \theta_{k}\right) & \text { for } t-t_{m}>t_{m+1}-t\end{cases}
$$

Note that the resulting interpolant $\mathcal{I}_{0} h\left(\cdot, \theta_{k}\right)$ is piecewise constant.
Interpolation by linear splines: In this method, the value $h\left(t, \theta_{k}\right)$ at $t \in\left[t_{m}, t_{m+1}\right)$ is approximated by

$$
h\left(t, \theta_{k}\right) \approx \mathcal{I}_{1} h\left(t, \theta_{k}\right):=\frac{L}{\pi}\left[\left(t-t_{m}\right) h\left(t_{m+1}, \theta_{k}\right)+\left(t_{m+1}-t\right) h\left(t_{m}, \theta_{k}\right)\right]
$$

The spline interpolant $\mathcal{I}_{1} h\left(\cdot, \theta_{k}\right)$ is globally continuous and piecewise linear.
We summarize the proposed FBP reconstruction method in Algorithm 10.

### 9.5.5 Numerical Reconstruction of the Shepp-Logan Phantom

We have implemented the FBP reconstruction method, Algorithm 10. For the purpose of illustration, we apply the FBP reconstruction method to the Shepp-Logan phantom [66] (see Figure 9.4 (a)). To this end, we use the SheppLogan filter $F_{\text {SL }}$ from Example 9.19 (see Figure 9.6 (b)). The inverse Fourier transform $\mathcal{F}^{-1} F_{\text {SL }}$ is given in Proposition 9.32, along with the functions values

$$
\left(\mathcal{F}^{-1} F_{\mathrm{SL}}\right)(\pi j / L)=\frac{4 L^{2}}{\pi^{3}\left(1-4 j^{2}\right)} \quad \text { for } j \in \mathbb{Z}
$$

which we use to compute the required convolutions in line 9 of Algorithm 10. To compute the back projection (line 16), we apply linear spline interpolation, i.e., we choose $\mathcal{I}=\mathcal{I}_{1}$ in line 13 .

For our numerical experiments we used parameter values as in Table 9.1. Figure 9.10 shows the resulting FBP reconstructions of the Shepp-Logan phantoms on a grid of $512 \times 512$ pixels.

```
Algorithm 10 Reconstruction by filtered back projection
    function Filtered Back Projection \((\mathcal{R} f)\)
        Input: Radon data \(\mathcal{R} f \equiv \mathcal{R} f\left(t_{j}, \theta_{k}\right), k=0, \ldots, N-1, j=-M, \ldots, M\);
                            evaluation points \(\left\{\left(x_{n}, y_{m}\right) \in \mathbb{R}^{2} \mid(n, m) \in I_{x} \times I_{y}\right\}\) for (finite)
                            index sets \(I_{x} \times I_{y} \subset \mathbb{N} \times \mathbb{N}\).
        choose low-pass filter \(F\) with window \(W_{F}\) and bandwidth \(L>0\);
        for \(k=0, \ldots, N-1\) do
            for \(i \in I\) do \(\quad \triangleright\) for (finite) index set \(I \subset \mathbb{Z}\)
                let \(\triangleright\) compute convolution product (9.39)
                    \(h_{i k}:=\frac{\pi}{L} \sum_{j=-M}^{M} \mathcal{F}_{1}^{-1} F((i-j) \pi / L) \cdot \mathcal{R} f\left(t_{j}, \theta_{k}\right)\)
            end for
        end for
        choose interpolation method \(\mathcal{I} \quad \triangleright\) e.g. linear splines \(\mathcal{I}_{1}\)
        for \(n \in I_{x}\) do
            for \(m \in I_{y}\) do
                let \(\triangleright\) compute back projection (9.42)
                \(f_{n m}:=\frac{1}{2 N} \sum_{k=0}^{N-1} \mathcal{I} h\left(x_{n} \cos \left(\theta_{k}\right)+y_{m} \sin \left(\theta_{k}\right), \theta_{k}\right)\).
17:
18:
            end for
        end for
19:
20:
        Output: reconstruction \(\left\{f_{n m}\right\}_{(n, m) \in I_{x} \times I_{y}}\) with values \(f_{n m} \approx f_{F}\left(x_{n}, y_{m}\right)\).
    end function
```



Fig. 9.10. Reconstruction of the Shepp-Logan phantom by filtered back projection, Algorithm 10, using the parameters in Table 9.1.

Table 9.1. Reconstruction of the Shepp-Logan phantom by filtered back projection, Algorithm 10. The following values were used for the bandwidth $L$, the sampling rate $d$, the number $N$ of angles $\theta_{k}$, at $2 M+1$ parallel Radon lines $\ell_{t_{j}, \theta_{k}}$ per angle $\theta_{k}$. The resulting reconstructions on a grid of $512 \times 512$ pixels are shown in Figure 9.10.

| parameter | bandwidth | sampling rate |  |
| :---: | :---: | :---: | :---: | :---: |
| $M$ | $L=\pi \cdot M$ | \# angles <br> $d=\pi / L$ | \# Radon lines <br> $N=3 \cdot M$ |
| $N \times(2 M+1)$ |  |  |  |$|$

### 9.6 Exercises

Exercise 9.33. Prove for $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$ the estimate

$$
\|\mathcal{R} f(\cdot, \theta)\|_{\mathrm{L}^{1}(\mathbb{R})} \leq\|f\|_{\mathrm{L}^{1}\left(\mathbb{R}^{2}\right)} \quad \text { for all } \theta \in[0, \pi)
$$

to conclude

$$
\mathcal{R} f \in \mathrm{~L}^{1}(\mathbb{R} \times[0, \pi)) \quad \text { for all } f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)
$$

i.e., for $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$, we have

$$
(\mathcal{R} f)(t, \theta)<\infty \quad \text { for almost every }(t, \theta) \in \mathbb{R} \times[0, \pi)
$$

Exercise 9.34. Consider the function $f: \mathbb{R}^{2} \longrightarrow \mathbb{R}$, defined as

$$
f(\mathbf{x})=\left\{\begin{array}{cc}
\|\mathbf{x}\|_{2}^{-3 / 2} & \text { for }\|\mathbf{x}\|_{2} \leq 1 \\
0 & \text { for }\|\mathbf{x}\|_{2}>1
\end{array} \quad \mathbf{x}=(x, y) \in \mathbb{R}^{2} .\right.
$$

Show that $(\mathcal{R} f)(0,0)$ is not finite, although $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$.
Exercise 9.35. Show that the Radon transform $\mathcal{R} f$ of $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$ has compact support, if $f$ has compact support.

Does the converse of this statement hold? I.e., does $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$ necessarily have compact support, if $\operatorname{supp}(\mathcal{R} f)$ is compact?

Exercise 9.36. Recall the rotation matrix $Q_{\theta} \in \mathbb{R}^{2 \times 2}$ in (9.6) and the unit vector $\mathbf{n}_{\theta}=(\cos (\theta), \sin (\theta))^{T} \in \mathbb{R}^{2}$, for $\theta \in[0, \pi)$, respectively.
Prove the following properties for the Radon transform $\mathcal{R} f$ of $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$.
(a) For $f_{\theta}(\mathbf{x})=f\left(Q_{\theta} \mathbf{x}\right)$, the identity

$$
(\mathcal{R} f)(t, \theta+\varphi)=\left(\mathcal{R} f_{\theta}\right)(t, \varphi)
$$

holds for all $t \in \mathbb{R}$ and all $\theta, \varphi \in[0, \pi)$.
(b) For $f_{\mathbf{x}_{0}}(\mathbf{x})=f\left(\mathbf{x}+\mathbf{x}_{0}\right)$, where $\mathbf{x}_{0} \in \mathbb{R}^{2}$, the identity

$$
\left(\mathcal{R} f_{\mathbf{x}_{0}}\right)(t, \theta)=(\mathcal{R} f)\left(t+\mathbf{n}_{\theta}^{T} \mathbf{x}_{0}, \theta\right)
$$

holds for all $t \in \mathbb{R}$ and all $\theta \in[0, \pi)$.
Exercise 9.37. Show that for a radially symmetric function $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$, the backward projection $\mathcal{B}(\mathcal{R} f)$ of $\mathcal{R} f$ is radially symmetric.

Now consider the indicator function $f=\chi_{\mathcal{B}_{1}}$ of the unit ball $\mathcal{B}_{1}$ and its Radon transform $\mathcal{R} f$ from Example 9.6. Show that the backward projection $\mathcal{B}(\mathcal{R} f)$ of $\mathcal{R} f$ is positive on the open annulus

$$
\mathcal{R}_{1}^{\sqrt{2}}=\left\{\mathbf{x} \in \mathbb{R}^{2} \mid 1<\|\mathbf{x}\|_{2}<\sqrt{2}\right\} \subset \mathbb{R}^{2}
$$

Hint: Remark 9.12.
Exercise 9.38. Prove the Radon convolution theorem,

$$
\mathcal{R}(f * g)=(\mathcal{R} f) *(\mathcal{R} g) \quad \text { for } f, g \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right) \cap \mathscr{C}\left(\mathbb{R}^{2}\right)
$$

Hint: Use the Fourier slice theorem, Theorem 9.14.
Exercise 9.39. Show that the backward projection $\mathcal{B}$ is (up to factor $\pi$ ) the adjoint operator of the Radon transform $\mathcal{R}$. To this end, prove the relation

$$
(\mathcal{R} f, g)_{\mathrm{L}^{2}(\mathbb{R} \times[0, \pi))}=\pi(f, \mathcal{B} g)_{\mathrm{L}^{2}\left(\mathbb{R}^{2}\right)}
$$

for $g \in \mathrm{~L}^{2}(\mathbb{R} \times[0, \pi))$ and $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right) \cap \mathrm{L}^{2}\left(\mathbb{R}^{2}\right)$ satisfying $\mathcal{R} f \in \mathrm{~L}^{2}(\mathbb{R} \times[0, \pi))$.
Exercise 9.40. In this exercise, we consider a spline filter of first order, which is a low-pass filter $F: \mathbb{R} \longrightarrow \mathbb{R}$ of the form

$$
F(S)=|S| \cdot \wedge(S) \cdot \sqcap(S)
$$

(cf. Definition 9.17) with the linear $B$-spline $\wedge: \mathbb{R} \longrightarrow \mathbb{R}$, defined as

$$
\wedge(S)=(1-|S|)_{+}=\left\{\begin{array}{cl}
1-|S| & \text { for }|S| \leq 1 \\
0 & \text { for }|S|>1
\end{array}\right.
$$

(a) Show the representation

$$
\left(\mathcal{F}_{1}^{-1} F\right)(x)=\frac{2}{\pi}\left[\frac{\sin ^{2}(x / 2)+\operatorname{sinc}(x)-1}{x^{2}}\right] \quad \text { for } x \in \mathbb{R}
$$

for the inverse Fourier transform $\mathcal{F}_{1}^{-1} F$ of $F$.
(b) Use the result in (a) to compute $\left(\mathcal{F}_{1}^{-1} F\right)(\pi n)$ for $n \in \mathbb{Z}$.

Exercise 9.41. A spline filter $F_{k}$ of order $k \in \mathbb{N}_{0}$ has the form

$$
\begin{equation*}
F_{k}(S)=|S| \cdot \wedge_{k}(S) \cdot \sqcap(S) \quad \text { for } k \in \mathbb{N}_{0} \tag{9.45}
\end{equation*}
$$

where the B-spline $\wedge_{k}$ is defined by the recursion

$$
\begin{equation*}
\wedge_{k}(S):=\left(\wedge_{k-1} * \sqcap\right)\left(S / \alpha_{k}\right) \quad \text { for } k \in \mathbb{N} \tag{9.46}
\end{equation*}
$$

for the initial value $\wedge_{0}:=\square$ and where, moreover, the positive scaling factor $\alpha_{k}>0$ in (9.46) is chosen, such that $\operatorname{supp}\left(\wedge_{k}\right)=[-1,1]$.

In this exercise, we construct a spline filter of second order.
(a) Show that the initial value $\wedge_{0}$ yields the Ram-Lak filter, i.e., $F_{0} \equiv F_{\mathrm{RL}}$.
(b) Show that the scaling factor $\alpha_{k}>0$ in (9.46) is, for any $k \in \mathbb{N}$, uniquely determined by the requirement $\operatorname{supp}\left(\wedge_{k}\right)=[-1,1]$.
(c) Show that $\wedge_{1}$ generates by $F_{1}$ the spline filter from Exercise 9.40.

Determine the scaling factor $\alpha_{1}$ of $F_{1}$.
(d) Compute the second order spline filter $F_{2}$. To this end, determine the B-spline $\wedge_{2}$ in (9.46), along with its scaling factor $\alpha_{2}$.

Exercise 9.42. Develop a construction scheme for higher order spline filters $F_{k}$ of the form (9.45), where $k \geq 3$. To this end, apply the recursion in (9.46) and determine the scaling factors $\alpha_{k}$, for $k \geq 3$.

Exercise 9.43. Compute the inverse Fourier transform $\mathcal{F}^{-1} F$ of the
(a) cosine filter $F=F_{\text {CF }}$ from Example 9.20;
(b) Hamming filter $F=F_{\beta}$ from Example 9.21;
(c) Gauss filter $F=F_{\alpha}$ from Example 9.22.

Compute for each of the filters $F$ in (a)-(c) the values

$$
\left(\mathcal{F}^{-1} F\right)(\pi j / L) \quad \text { for } j \in \mathbb{Z}
$$

Hint: Proposition 9.31 and Proposition 9.32.
Exercise 9.44. Let $F \equiv F_{L, W}$ be a low-pass filter with bandwidth $L>0$ and window function $W: \mathbb{R} \longrightarrow \mathbb{R}$, according to Definition 9.17. Moreover, let

$$
K_{F}(x, y)=\frac{1}{2} \mathcal{B}\left(\mathcal{F}_{1}^{-1} F\right)(x, y) \quad \text { for }(x, y) \in \mathbb{R}^{2}
$$

be the convolution kernel of $F$.
Prove for the scaled window $W_{L}(S)=W(S / L), S \in \mathbb{R}$, the identity

$$
\begin{equation*}
W_{L}\left(\|(x, y)\|_{2}\right)=\mathcal{F} K_{F}(x, y) \tag{9.47}
\end{equation*}
$$

In which sense does the identity in (9.47) hold?
Hint: Elaborate the details in the proof of [5, Proposition 4.1].

Exercise 9.45. Implement the reconstruction method of the filtered back projection (FBP), Algorithm 10. Apply the FBP method to the phantom bull's eye (see Example 9.9 and Figure 9.3). To this end, use the bandwidth $L=\pi \cdot M$, the sampling rate $d=\pi / L$, and $N=3 \cdot M$ angles $\theta_{k}$, with $2 M+1$ parallel Radon lines $\ell_{t_{j}, \theta_{k}}$ per angle $\theta_{k}$, for $M=10,20,50$.

For verification, the reconstructions with $512 \times 512$ pixels are displayed in Figure 9.11, where we used the Shepp-Logan filter $F_{\text {SL }}$ from Example 9.19 (see Figure 9.6 (b)) in combination with linear spline interpolation.


Fig. 9.11. Reconstruction of bull's eye from Example 9.9 (see Figure 9.3).
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